SA WG2 Temporary Document

Page 1
-


3GPP TSG SA WG2 Architecture — S2#57
S2-071753
23-27 April 2007

Beijing, China
Source:
Ericsson  
Title:
Local breakout concepts for Intra-PLMN
Document for:
Approval 
Agenda Item:
8.8.1
Work Item / Release:
SAES/Rel-8
1 Introduction
At SA2 ad hoc in Warsaw, local breakout concepts for IMS traffic were discussed. To get a better understanding of the problem and have a generic solution which is not dependant on IMS, it is important to understand how Local breakout works for all types of traffic. 

This contribution addresses the specific problem of local breakout within a single PLMN. Refer to S2-071754 for a discussion on the assumptions for IMS local breakout in the roaming case. Contributions S2-071752 (for 3GPP accesses) and S2-071755 (for non-3GPP accesses) address the related question of Multiple PDN connectivity, which can be used to provide local breakout in the roaming case. 
The motivation for intra-PLMN local breakout is to prevent additional delay and prevent unnecessary waste of backbone bandwidth. This contribution looks at the problem and first gives a definition and a suggested set of requirements that a potential solution should satisfy. Then a solution is proposed which is based on assigning a new local address to the terminal. 
2 Definition and requirements on the solution
Proposed definition of intra-PLMN local breakout: When a user makes wide area mobility from one network region to another, user plane traffic does not need to be tunnelled outside the current region. 

Proposed requirements that a potential solution must satisfy are listed below. These requirements are the adaptation of the overall service requirements in 22.278 and the architecture requirements in section 5 of 23.882 to the solution of intra-PLMN local breakout. 
· Service continuity: Disruption to the services should be minimized such that in typical use cases most users do not notice any negative effect of local breakout. (C.f. req. 13 in section 5 of 23.882 and section 5 of 22.278). 
· Simplicity: The solution must not add significant extra standardization and implementation complexity. (C.f.  section 8/d of 22.278.)
· IP version independence: The solution must work for IPv4 as well as IPv6. (C.f. req. 16 of 23.882 and 6.1.2 of 22.278)
· PCC support: The solution must work together with (an evolution of) the PCC architecture.(C.f. req 20, 39 and section 10 of 22.278)
· Application-friendliness: The solution should be easy to integrate into typical applications and should facilitate application level extensions to server-client applications in order to use a local server.

· Efficiency: The solution should not impose significant extra overhead over the air interface. (C.f. req 22 in section 5 of 23.882 and section 5 of 22.278)
· Operator control: The network operator shall be able to control if and when local breakout is applied. (C.f. section 6.2 of 22.278)
The goal is to achieve a service to the users/applications which is similar as if the user used a local fixed ISP service in the current network region. 
3 Proposed solution: local IP address assignment 

Assigning a local IP address to the terminal is a very easy and straightforward way to enable intra-PLMN local breakout. The SAE architecture makes it possible to assign a local IP point of presence for a UE. If the IP connectivity with multiple PDNs feature is available, it can be to re-used for this purpose (Figure 1). A user that has moved to a new region of the operator (wide area mobility) is assigned a new local PDN connection with a local IP address in addition to its existing PDN connection and IP address. As the user starts new application sessions, the new IP address is used by the UE and the application. Using the local IP address, the routing is optimized. 
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Figure 1: Local breakout by assigning a new local IP address. UE makes wide area mobility from region A to region B (Note that access network regions may or may not overlap depending on deployment)
It is up to the operator of the network to define policies for when a new local IP address (at SGi2) is assigned, and whether the original IP address (at SGi1) is kept and for how long, taking into account terminal requirements and capabilities as well as performance and complexity considerations. As an example, the operator may initiate the assignment of a new local IP address when the UE moves from one pool area to another. For a UE that has a new IP address, the old IP address can be released after a period of time has passed while the UE has not had any traffic using the old IP address. Note that this inactivity time is not related to the LTE_IDLE transitions, and could be e.g. one or more hours. Old IP addresses with continuous traffic could be released e.g., during the night, depending on operator policies. Figure 2 shows the steps of the proposed solution including the setup and release of the IP connectivities.
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Figure 2: Steps of the proposed solution
Note that with this approach, an already running application needs to handle the change of the IP address. However, many networking applications can handle this already today, since networking applications can use the IP address supplied by the operating system for new sessions. Additionally, networking applications that require user reachability usually have an application-level registration mechanism (such as a SIP registration) to register the IP address currently used. 
Although the proposed solution can make use of multiple IP addresses in the UE, this only occurs optionally if the operator policy dictates intra-PLMN local breakout, and if the network and terminal supports concurrent connectivity using multiple IP addresses, and only when the user crosses access network region borders which is assumed to be very infrequent. Therefore the extra burden on IP address usage for the operator is expected to be insignificant. Furthermore, since the new IP address is used to connect to the same PDN as the old one, the same APN name could be used if an APN-based mechanism is used for multiple PDN connectivity; or alternatively no APN name is needed at all for the default PDN connectivity. Therefore no extra APN name usage is expected as a result of the proposed mechanism.
4 Impact of IP address change

One aspect of the proposed solution is that the applications get a new IP address for new sessions. Although this may not be completely transparent to the applications, we argue that this does not cause any significant disruption to most applications. 
Networking applications including always-on applications (e.g., instant messaging) are already prepared for handling the case of losing network connectivity which also happens when the old IP address is released. Typically there is a built-in mechanism to try to register again; new registration will use new address. The process takes only a few seconds depending on application parameter settings. If the old address is released when the UE is inactive, it will not be noticed by the user at all.

In addition, if an application is specifically prepared for the change of IP address (which is possible for mobile-specific applications), the process can be made even faster because the application can start registering new IP address immediately, or even before the old address is released.
Simpler and older applications may still experience some disruption when the old IP address is released. E.g., plain FTP will break, but all the more sophisticated FTP clients that are in common use today have the capability to resume downloads when connectivity with the old address breaks.  Evolved 3GPP architecture should not be optimized for these older and simpler applications, and to minimize application impact, the old IP address can be maintained for a period of time. Additionally, there can be applications which rely on unchanged IP address for special purposes, e.g. security. These are typically server-client applications. In this case, if route optimization is to be used, the application has to be extended to handle the change of IP address by having a simple re-registration mechanism. Note however that this is needed anyway, since the server needs to be relocated to a local one in order to take advantage of local breakout.
Note that the change of IP address to a local one actually helps the server-client applications in the selection of a local media server node: an application control server could use the IP address to select a local media server node based on IP address range. If the IP address change were hidden from the application, then special extra mechanisms would be needed to find out the location of the user, adding complexity. Hence, we regard the use of a local IP address as one potentially useful feature to the application. 
Finally we also need to consider current practice on how IP addresses are allocated. Current fixed ISPs do not guarantee a fixed IP address to users with regular subscriptions; IP address is changed e.g., during the night even if the user is always on. There are business and technical reasons for this. The business aspects are that a fixed IP address is not needed by regular users but it can be sold for an extra fee as a value-added extra service for high-end business users. ISPs typically would like to avoid regular users from running servers in their homes, and changing the IP address is a good measure to achieve this. On the technical side, avoiding unchanged addresses makes it easier for the operator to manage address re-configurations. 
There are two important consequences of the above. One is that networking applications already need to take into account ISPs changing the IP address, so this is not something new at the application level. The second consequence is that future SAE/LTE operators will most likely want to change the IP address of always-on users for the same reasons as current fixed ISPs, consequently the change of IP address will need to be handled anyway even if another local breakout solution were chosen which does not change the IP address. 
5 Summary

We have discussed the definition of intra-PLMN local breakout and the requirements that a potential solution must satisfy. The proposed solution is applicable for all accesses including 3GPP and non-3GPP accesses. We have proposed a solution which requires only small additions to the architecture and which can satisfy the requirements listed. The solution assigns a new local address to the user, which can be used for new application sessions. The solution can re-use mechanisms for multiple PDN connectivity, so that the old IP address can be maintained in a transition period, thereby making the application impact minimal. 
6 Proposal 

Ericsson proposes to include the proposed solution in TS 23.401, as shown below. 
*******************************************************Start of first change******************************************
Section X.y Intra-PLMN local breakout 
The solution is based on assigning a local IP address to the terminal. The SAE architecture makes it possible to assign a local IP point of presence for a UE. If the IP connectivity with multiple PDNs feature is available, it can be to re-used for this purpose (Figure 1). A user that has moved to a new region of the operator (wide area mobility) is assigned a new local PDN connection with a local IP address in addition to its existing PDN connection and IP address. As the user starts new application sessions, the new IP address is used by the UE and the application. Using the local IP address, the routing is optimized. 
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Figure X.1: Local breakout by assigning a new local IP address. UE makes wide area mobility from region A to region B (Note that access network regions may or may not overlap depending on deployment)
It is up to the operator of the network to define policies for when a new local IP address (at SGi2) is assigned, and whether the original IP address (at SGi1) is kept and for how long, taking into account terminal requirements and capabilities as well as performance and complexity considerations. As an example, the operator may initiate the assignment of a new local IP address when the UE moves from one pool area to another. For a UE that has a new IP address, the old IP address can be released after a period of time has passed while the UE has not had any traffic using the old IP address. Note that this inactivity time is not related to the LTE_IDLE transitions, and could be e.g. one or more hours. Old IP addresses with continuous traffic could be released e.g., during the night, depending on operator policies. Figure X.2 shows the steps of the proposed solution including the setup and release of the IP connectivities.
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Figure X.2: Steps of the proposed solution

Editor’s note: a more detailed signalling flow is FFS.
*******************************************************End of first change******************************************
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