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This contribution analyses roaming configurations allowing for Local Breakout of bearer traffic in the specific case of IMS. It proposes input to Section 4.2 of TS 23.402.
1
Introduction
One of the SAE architectural requirements in TR 23.882 refers to Local Breakout:

14 The Evolved 3GPP system should allow route optimization by selecting or re-selecting the MME, UPE, 3GPP Anchor or SAE anchor so that the user plane traffic does not need to be tunneled outside the current network area. This applies in all roaming scenarios (e.g.: when both users are in a visited network) and some intra-PLMN scenarios (e.g. serving UPE/IASA of the UE has been changed due to UE’s mobility). This is desirable in order to prevent additional delay and unnecessary waste of backbone bandwidth. The policy rules of the home network should control whether or not local breakout is used.

In this paper we analyse three approaches to address this requirement with particular focus on IMS. The three approaches are referred to as:

· Visited P-CSCF;

· Dual IP addresses, and

· MIPv6 Route Optimisation.

2
Local Breakout with Visited P-CSCF

In this scenario the PDN SAE GW and the P-CSCF are located in the Visited network, as depicted in Figure 1. It is worth noting that the Visited P-CSCF deployment scenario is a valid IMS option since REL-5, although it may have been considered as atypical in the past because it requires that the GGSN today be also located in the Visited network.
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 Figure 1: Local Breakout with Visited P-CSCF
From SAE perspective it looks as if the accessed PDN is in the Visited network. Mw is the reference point crossing the inter-PLMN boundary. In order to authorise a bearer, the vPCRF function may have to contact the hPCRF. The exact nature of this transaction is left FFS.
The main advantage of this approach is that it requires only one IP address for both SIP signalling and user plane traffic.
On the downside, this configuration (apart from being “atypical”, as hinted above) may not be able to support inter-PLMN handovers. Indeed, given that the PDN SAE GW belongs to the VPLMN, it is impossible to ensure the service continuity when handing over from VPLMN1 to VPLMN2 unless the PDN SAE GW and the P-CSCF belonging to VPLMN1 remain in the path (which we believe is unlikely).
NOTE: the proposed use of two S7 instances (S7a and S7c) may not be aligned with the current non-roaming architecture.

3
Local Breakout with Dual IP addresses

In this scenario there are two PDN SAE GWs:

· PDN SAE GW1 used for anchoring of SIP signalling and located in the Home network;
· PDN SAE GW2 used for anchoring of bearer traffic and located in the Visited network.

[image: image2.emf]S8b

(PMIP)

SGi 1

IMS

P-CSCF

S-CSCF

Mw

Rx

hPCRF

S7b

vPCRF

S9

SGi 2

IP@1

IP@2

VPLMN

S1-U

Non-3GPP

S2a/b (PMIP)

Serving

SAE GW

S4

S1-MME

S3

SGSN

RAN

EUTRAN

MME

S11

PDN

SAE 

GW1

S7a

PDN

SAE GW2

S7c

S5

 Figure 2: Local Breakout with Dual IP addresses
From SAE perspective this looks like the “Multiple PDN” approach. For the sake of simplified figure it is assumed that the second PDN SAE GW functionality (PDN SAE GW2) is collocated with the Serving SAE GW. From IMS perspective this is a legal situation, as REL-7 IMS supports the usage of different IP addresses for the SIP signalling and for the bearer traffic. It is assumed that in this case S9 would be used in order to provide PCC rules to the vPCRF function in the Visited network, which then distributes the PCC information as follows: (QoS) policy and charging rules towards PDN SAE GW2 via S7c, and QoS signalling towards Serving SAE GW via S7a.
Inter-PLMN handovers can be supported in this scenario by re-assigning a new PDN SAE GW2 in the target VPLMN (note that PDN SAE GW1 is not re-assigned).

It is expected that this approach has an impact on the IMS client in the terminal, because it will have to be instructed how to use the two IP addresses. In addition, in case of inter-PLMN handover, the IMS client will have to manage the change of the IP address in the bearer plane (e.g. by sending SIP reINVITE to the remote party). This topic should be studied further, most likely within the IMS SWG.
4
Local Breakout with MIPv6 Route Optimisation

In this scenario there is only one PDN SAE GW located in the Home network. Inter-technology mobility is based on CMIP (e.g. DS MIPv6). The Care-of Address (CoA) is assigned by the Serving SAE GW, located in the Visited network.
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Figure 3: Local Breakout with MIPv6 Route Optimisation

Before RO is activated, all traffic (both SIP signalling and bearer traffic) is backhauled to the Home network. When the RO is activated, the bearer traffic can break out from the Serving GW and can be routed directly to the correspondent node.
One major drawback of this approach is that the packet filters in the Serving SAE GW have to be updated when the RO optimisation is activated. Given that the RO is agreed directly between the UE and the correspondent node, the system has to rely on the UE to update the packet filters, which has potential for fraud. Another drawback of this approach is the Return Routability procedure (used for preparation of the optimised route) which is onerous and requires a lot of signalling. In particular, this may pose problems for real time media in case of CoA change (e.g. inter-technology handover) with activated RO, because it may take some time until the optimised route is re-established on the new CoA.
It may be possible to mitigate these problems in the future by using PMIP instead of CMIP. However, in the current state of the PMIPv6 draft [sgundave-mip6-proxymip6-02] there is no support for Route Optimisation.
It is our belief that this option should be left FFS at this stage and possibly reconsidered if and when PMIPv6 is updated with support of Route Optimisation.

5
Conclusion and Proposal

Three options for Local Breakout with IMS have been presented in Sections 2, 3 and 4. It is recommended that only the first two options be considered further in REL-8.
The Annex of this paper makes a text proposal against TS 23.402 providing provisions for the first two options.
*** Start of Change *****
4.2.X
Roaming Architecture with Local Breakout
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Figure X. Roaming Architecture for non-3GPP Accesses, Local Breakout
NOTE: In case of local breakout combined with operator service based on IMS, the P-CSCF may be located either in the VPLMN or in the HPLMN. In the latter case the IMS signalling traffic is home routed to a PDN SAE GW in the HPLMN (not depicted in figure X) and the UE is supplied with a second IP address for its SIP signalling. The IMS and PCC aspects of the latter scenario are outside the scope of this TS.
*** Next Change *****

4.5
Reference Points

4.5.1 
List of Reference Points
The description of the reference points:

Editor’s Note:    Once the architecture diagrams are stable in this specification and in TS 23.401, the reference point names need to be updated to remove either the letters or only keep a number series, e.g. S6a replaced with Sn where there is only either a digit or a letter.
S1-MME, S1-U, S3, S4, S10, S11:
these are defined in [4].

S2a:
It provides the user plane with related control and mobility support between trusted non 3GPP IP access and the SAE Gateway.

S2b:
It provides the user plane with related control and mobility support between ePDG and the SAE Gateway. 
S2c:

It provides the user plane with related control and mobility support between UE and the SAE  Gateway. This reference point is implemented over trusted and/or untrusted non-3GPP Access and/or 3GPP access. 

S5:
It provides user plane tunneling and tunnel management between Serving SAE GW and PDN SAE GW. It is used for Serving SAE GW relocation due to UE mobility and in case the Serving SAE GW needs to connect to a non collocated PDN SAE GW for the required PDN connectivity.
S6a:
This interface is defined between MME/UPE and HSS for authentication and authorization, including per subscriber local breakout authorisation. It is defined in [4].
S6c:
It is the reference point between SAE Gateway in HPLMN and 3GPP AAA server for mobility related authentication if needed.  

S6d:
It is the reference point between SAE Gateway in VPLMN and 3GPP AAA Proxy for mobility related authentication if needed.  

S7a:
It provides transfer of (QoS) policy rules from vPCRF to Serving SAE GW.
S7b:
It provides transfer of (QoS) policy and charging rules from hPCRF to PDN SAE GW.
S7c:
It provides transfer of (QoS) policy and charging rules from vPCRF to PDN SAE GW.
S8b:
It is the roaming interface in case of roaming with home routed traffic. It provides the user plane with related control between SAE Gateways in the VPLMN and HPLMN.
S9: 
Indicates the roaming variant of the S7 reference point for the enforcement in the VPLMN of dynamic control policies from the HPLMN.
Editor’s Note: It is FFS whether per session authorisation of local breakout is required to be supported across the S9 reference point.
SGi: 
It is the reference point between the SAE Gateway and the packet data network. Packet data network may be an operator external public or private packet data network or an intra operator packet data network, e.g. for provision of IMS services. This reference point corresponds to Gi and Wi functionalities and supports any 3GPP and non-3GPP access systems.
Wa*:
It connects the Untrusted non-3GPP IP Access with the 3GPP AAA Server/Proxy and transports access authentication, authorization and charging-related information in a secure manner. Differences compared to Wa as defined in [5] are FFS.  

Ta*:
It connects the Trusted non-3GPP IP Access with the 3GPP AAA Server/Proxy and transports access authentication, authorization and charging-related information in a secure manner. 

Wd*:
It connects the 3GPP AAA Proxy, possibly via intermediate networks, to the 3GPP AAA Server. Differences compared to Wd as defined in [5] are FFS.

Wm*:
This reference point is located between 3GPP AAA Server/Proxy and ePDG and is used for AAA signaling (transport of tunnel authentication and authorization data). Differences compared to Wm as defined in [5] are FFS.

Wn*:
This is the reference point between the  Untrusted Non-3GPP IP Access and the ePDG. Traffic on this interface for a UE initiated tunnel has to be forced towards ePDG. The existence of an entity corresponding to WAG in I-WLAN and its impact on Wn* is FFS.

Wx*:
This reference point is located between 3GPP AAA Server and HSS and is used for transport of authentication data. Differences compared to Wx as defined in [5] are FFS.











































































































































Rx+








Operator’s IP Services 


(e.g. IMS, PSS etc.)








* Untrusted non-3GPP access requires ePDG in the data path





S2c








Trusted/Untrusted*


 Non-3GPP IP Access 


or 3GPP Access





UE





S10





S11





MME





S3





S4





2G/3G SGSN





LTE RAN





S1-MME





S1-U











S7a





S2a





Rx+





VPLMN





3GPP AAA 


Server





S6d





S7c





S9





vPCRF











Non-3GPP Networks 





 Wd*





Serving


SAE �Gateway





SGi





HPLMN





Ta*








Wa*








Trusted


 Non-3GPP IP Access





Untrusted


Non-3GPP IP Access





Wx*








Wm*








Operator’s IP Services 


(e.g. IMS, PSS etc.)








3GPP AAA 


Proxy








Wn*











S2b





ePDG











HSS





PDN


SAE�Gateway





S6a





hPCRF





S5








3GPP

SA WG2 TD


_1235486380.ppt
S8b

(PMIP)

SGi 1

IMS

P-CSCF

S-CSCF

Mw

Rx

hPCRF

S7b

vPCRF

S9

SGi 2

IP@1

IP@2

VPLMN

S1-U

Non-3GPP

S2a/b (PMIP)

Serving

SAE GW

S4

S1-MME

S3

SGSN

RAN

EUTRAN

MME

S11

PDN

SAE GW1

S7a

PDN

SAE GW2

S7c

S5







Nortel Corporate Presentation





© 2004 Nortel 








_1235487072.ppt
S9

SGi

VPLMN

S1-U

Non-3GPP

S2a/b (PMIP)

hPCRF

HPLMN

vPCRF

S7c

Serving

SAE GW

S4

S1-MME

S3

SGSN

RAN

ERAN

MME

S11

IMS

P-CSCF

S-CSCF

Mw

Rx

IP@1

PDN

SAE GW

S5

S7a







Nortel Corporate Presentation





© 2004 Nortel 








_1235379427.ppt
SGi 1

IMS

P-CSCF

S-CSCF

Mw

Rx

hPCRF

S7b

vPCRF

S9

SGi 2

HoA

CoA

VPLMN

S1-U

Non-3GPP

S2a/b (PMIP)

Serving

SAE

GW

S4

S1-MME

S3

SGSN

RAN

EUTRAN

MME

S11

PDN

SAE GW

S7a

UE

S2c

(CMIP)







Nortel Corporate Presentation





© 2004 Nortel 








