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Introduction

This contribution discusses the benefit and necessary of AMBR control with QoS priority supporting in core network of SAE. And it presents two alternative solutions considering the potential implementation complexity.
Discussion

Since one UE may connect to more than one PDN SAE Gateways simultaneously, it seems that Serving SAE Gateway is the only suitable entity in core network to enforce AMBR control. However, since the Serving SAE Gateway doesn’t act as a PCEF and therefore can’t charge the traffic based on service data flow, the user may still have to pay the extra money for those discarded downlink packets due to AMBR control in Serving SAE Gateway, which has successfully passed through the PDN SAE Gateway and been charged there. The user has to rely on the applications running over non-GBR SAE bearers to have the capability to detect the packet losing and adjust (slow down) the data rate automatically.
Another issue is the complexity of AMBR implementation in the core network. If multiple SAE bearers of a UE with different QoS priorities requirement are grouped and restricted by the same AMBR, then this QoS priority of each SAE bearer should be considered when AMBR control is implemented in the core network. For example, the SIP signaling data transported in a default bearer should not be discarded even if the total data rate of all non-GBR bearers in that AMBR group has exceeded the AMBR limit. However, the token bucket algorithm (usually used for GBR and MBR control in core network node) has no capability to handle QoS priorities itself. Therefore, other enhanced algorithms are expected if QoS priority is required among the AMBR group. As a feasible solution, implementing a class-based weighted fair queue in front of the token bucket gate can provide this special handling according to the QoS priority (this approach can avoid the packets in the queue of higher QoS priority bearers to be dropped even if there is no token in the token bucket as illustrated in figure 1). Nevertheless, the buffering and queuing mechanism in a granularity of per UE will introduce additional packet delay, and degrade the performance and scalability of core network.
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Figure 1: Queuing mechanism to support AMBR control with QoS priority

Another alternative solution is to improve token bucket algorithm meanwhile avoiding any buffering and queuing mechanism in a granularity of per UE. This algorithm is described as below and illustrated in figure 2.
In this algorithm, Each QoS priority in the core network node may have a separate token bucket. All the tokens produced are sent to the bucket in a sequence of QoS priority. That is, the token will be sent to the highest priority bucket first at all. Then if this bucket is full, overflowing tokens will be sent to the following high priority bucket (As illustrated in figure 2). In this model, the higher priority always means more tokens than the lower priority for using so that the data flow will always experience a better packet loss performance.
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Figure 2: Example algorithm to implement AMBR with QoS priority without Queuing
The algorithm illustrated in figure 2 is just an example and is not the only solution for AMBR control with QoS priority supporting. The above algorithm is based on an absolute priority mechanism which means if the data rate of higher priority bearer(s) is equal to or larger than the AMBR limit, the packets of lower priority bearer(s) will not be handled at all. To avoid this, the above algorithm should be further improved to support weighted fair QoS policy which could be more complex.
Nevertheless, the applied algorithm for the purpose of AMBR control with QoS priority supporting will be much more complex than the standard token bucket algorithm, and the more the level of QoS priority exists, the more complex the implementation of the algorithm will be. 

According to the above analysis, the following alternatives could be the potential solutions:
· To support AMBR control with QoS priority in the core network, but limiting the amount of QoS priority level to be supported (e.g. not exceeding 3).
· Not to support AMBR control with QoS priority in the core network, but allowing some independent non-GBR SAE bearer(s) with its own MBR separating from the AMBR.

Conclusion
Regarding to the ambiguity of the current TS23.401, it is deserved to further clarify the usage of AMBR in the core network.
To efficiently control the usage of the network resource, it is proposed to execute AMBR control (especially for downlink traffic) in the operator’s core network of SAE/LTE. However it is not necessary to do any QoS differentiations among the SAE bearers sharing the AMBR in the core network considering the implementation complexity if such requirement is to be fulfilled.
Furthermore, it is also proposed to keep independent non-GBR SAE bearer(s) with its own MBR separating from the AMBR for the convenience of still being able to prioritize some important traffic (IMS signaling etc.) in the network.
Proposal

Based on the above conclusion, it is proposed to add the following modifications to the TS23.401.
-----------------------------------------------------Modifications---------------------------------------------------------------------

4.6.2
Bearer level QoS parameters

Each SAE bearer (GBR and Non-GBR) is associated with the following bearer level QoS parameters. 

· Label
· Allocation and Retention Priority (ARP)
A Label is a scalar that is used as a reference to node-specific parameters that control bearer level packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, RLC configuration, etc.), and that have been pre-configured by the operator owning the node (e.g. eNB). In the specifications each Label is associated with standardized Label Characteristics that describe the bearer level packet forwarding treatment that is expected from an eNB. Label Characteristics are not signaled on any interface. Standardized Label Characteristics comprise the following elements: (1) Bearer type (GBR or Non-GBR), (2) Delay budget (left over in eNB per packet (UL+DL), (3) Loss tolerance (of traffic per bearer).

Editor's Note:
This needs to be clarified at a later stage: In the non-roaming case, the value of QCI signalled on S7 is identical to the value of Label signalled on S1. 

NOTE:
On the radio interface and on S1, each PDU (e.g., RLC PDU or GTP-u/UDP/IP PDU) is indirectly associated with one Label via the bearer identifier carried in the PDU header. The same applies to the S5 and S8 interfaces in case they are based on GTP-u. 

NOTE:
The specification of standardized Label Characteristics is FFS. 

The primary purpose of ARP is to decide whether a bearer establishment / modification request can be accepted or needs to be rejected in case of resource limitations (typically available radio capacity in case of GBR bearers). In addition, the ARP can be used (e.g. by the eNB) to decide which bearer(s) to drop during exceptional resource limitations (e.g., at handover). Once successfully established, a bearer's ARP shall not have any impact on the traffic handling (e.g. scheduling and rate control) of the traffic carried by the bearer. Such traffic handling should be solely determined by the other bearer level QoS parameters: Label, GBR, MBR, and AMBR.

NOTE:
The ARP should be understood as "Priority of Allocation and Retention"; not as "Allocation, Retention, and Priority". A more precise definition of ARP, e.g. the encoding of 'retention', is left FFS. 

Each GBR bearer is associated with the following bearer level QoS parameters. 

· Guaranteed Bit Rate (GBR)
· Maximum Bit Rate (MBR)
Each Non-GBR SAE bearer may be associated with the following bearer level QoS parameters.
· Maximum Bit Rate (MBR)
The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a bearer (e.g. excess traffic may get discarded by a rate shaping function). The MBR may be greater than or equal to GBR for a particular GBR bearer.

NOTE:
Sources running on a Non-GBR bearer should be prepared to experience congestion-related packet drops. Sources running on a GBR bearer and sending at a rate smaller than or equal to GBR may assume that congestion-related packet drops will not occur, or at least will be extremely rare. Exceptions (e.g. transient link outages) will always occur in a radio access system. The fraction of traffic sent on a GBR bearer at a rate greater than GBR may be treated like traffic on a Non-GBR bearer

NOTE:
Rate-adaptation schemes are FFS. 

Each UE is associated with the following bearer level QoS parameter. 

· Aggregate Maximum Bit Rate (AMBR)
Multiple SAE bearers can share the same AMBR. That is, each of those SAE bearers could potentially utilize the entire AMBR, e.g. when the other SAE bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the SAE bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all the Non-GBR SAE Bearers of a UE which does not need a separate MBR. GBR SAE Bearers are outside the scope of AMBR.

NOTE:
Further details related to and the signalling of AMBR are FFS. 

The data rate control according to the AMBR is implemented both in the E-UTRAN and core network of SAE/LTE. However, QoS priority differentiation among those non-GBR SAE bearers sharing the AMBR is not mandatory in the core network of SAE/LTE. 
The GBR and MBR denote bit rates of traffic per bearer while AMBR denotes a bit rate of traffic per group of bearers. Each of those three bearer level QoS parameters has an uplink and a downlink component. On S1_MME the values of the GBR, MBR, and AMBR refer to the bit stream excluding the GTP-u/UDP/IP header overhead on S1_U.
NOTE:
A more precise definition of GBR, MBR, and AMBR, e.g. whether those parameters only denote a bit rate or additionally also a token bucket size, is left FFS. 
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