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1 Introduction

This contribution revisits the issue of user plane handling during IRAT mobility between LTE and other 3GPP systems (GERAN / UTRAN), considering the move of PDCP to eNodeB and the basic signaling scheme for Inter-RAT Handover [14] introduced in TR 23.882 at the last SA2 meeting. 
The contribution is proposing that a direct data forwarding solution should be enabled, at least for SAE/LTE↔UTRAN mobility, designed in such a way that CN bi-casting is possible in remaining cases, e.g. when there is no Transport Network connectivity for direct data forwarding.

This contribution is also submitted to RAN3 with more detailed change proposals to RAN Stage 2 TS 36.300.

2 Overview LTE / 2G / 3G Inter-Working

Figure 1 shows the current SAE architecture for inter-working between GERAN/UTRAN and LTE (see ref. [12]). In the figure the S3 (based on Gn/GTP between SGSNs) and S4 interfaces (based on Gn/GTP between SGSN and GGSN) is used to support inter-RAT handovers. The 3GPP anchor functionality is the common user plane point for all 3GPP accesses.
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Figure 1: Roaming Architecture for 3GPP Accesses, Home Routed traffic.
Note: Ref. [12] states that the figure has the following open issues: (a) impact on S4 from Direct Tunnel architecture, (b) local traffic breakout for roaming visitors, (c) roaming architecture for PCC is not included. 
Ref. [12] does not discuss partitioning of the IP transport network, which may limit the connectivity.
3 Performance Aspects
Reference [11] presented simulations comparing data forwarding with bi-casting.
Briefly summarized, the gains with data forwarding can be seen in the 2G/3G(LTE direction (higher bit rate, shorter RTT) for Non Real-time flows. The total improvement in interruption + rate adaptation delay is in the order of 0.7 to 2.4 seconds, i.e. modest.

Reference [2] indicates that bi-casting from SAE GW reduces the downlink interruption of Real-time flows compared to “plain switching”. The reduction equals the signaling round-trip-time Target RAN↔SAE GW plus, the radio interruption over the air interface. The round-trip-time Target RAN↔SAE GW is expected to be low in typical deployments, leading to the loss of 1-2 voice sample or 20-40 ms shorter interruption relative to the “basic” interruption of approx. 6 voice samples, but more remote GW locations seem practical, at least in early deployments. The reduction due to air interface interruption is in the order of 60-200ms (references [1],[2]). Total reduction of interruption of bi-casting compared to “plain switching” is thus in the order of 80ms or more.
4 Complexity Aspects

The complexity aspects of bi-casting and forwarding have been extensively discussed in previous contributions, see e.g., [6]. However, these discussions were based on PDCP location in the UPE, which has now changed. Hence we update the analysis.
4.1 Data Forwarding
4.1.1 Connectivity and data path selection
User data can be forwarded as N-PDUs through tunnels between the source and target buffers. These buffers are, for relevant cases, located in 

· SGSN for GERAN/GPRS

· RNC for UTRAN 
· eNodeB for LTE 

The relevant cases for inter-RAT data forwarding are primarily the ones using TCP, which can use large buffers and benefits from lossless operation, so this traffic will use RLC in Acknowledged Mode, i.e. the data buffer in UTRAN is RNC and not NodeB.
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Figure 2: Ideal  data forwarding paths.
The mechanisms can be made similar to the ones for GERAN and UTRAN, i.e. the source sends unmodified N-PDUs using GTP-U to the target IP-address + TEID. The source also maintains GTP sequence numbers for in-order delivery and forward GTP sequence numbers to support lossless handover. 

The tunnels in Figure 2 appear to be “direct” between the nodes holding the buffers, similar to what is used RNC(RNC for “SRNS Relocation with Hard Handover”. In contrast, the current specification text for PS Handover (ref. 6, 7) does not mention direct tunnels between buffer locations, but mandate that data is forwarded via SGSNs through “switched” tunnels. This is chosen to support multiple transport network domains, between which there is no direct connectivity, see figure 3 below. The size of IP transport domains depends on address space size, security and other issues.
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Figure 3: Legacy 2G-3G Data forwarding paths in case of firewalls.
Despite the wording in references 6 and 7 it is possible to allow both direct tunnels between buffer locations and “switched” tunnels via SGSNs. The choice of “direct” or “switched” tunnels would then be a Core Network option, since RAN will in both cases only receive a tunnel address and the tunneled data is in both cases in GTP-U format.  
Conclusion: EPC can be configured to know the connectivity and choose “direct” or “switched” tunnels accordingly. The RAN will receive different tunnel endpoints for the two cases
The UTRAN One Tunnel solution changes the situation, since no 3G-SGSN or Gn-interface is present. This is now solved as described in Reference [14].
Two solution alternatives exist for SAE/LTE, in case data forwarding is desired:

1 Modify the existing PS Handover specification text to allow “direct” tunnels, eliminating the need to send via intermediate SGSNs

2 Use the SAE GW as an “intermediate SGSN” for data forwarding

The two alternatives are shown graphically below.
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Figure 4: Routing path and packet processing in case of forwarding, “direct” tunnels
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Figure 5: Routing path and packet processing in case of forwarding, “switched” tunnels
The introduction of LTE combined with the “direct tunnel” approach leads to an even larger size of the transport domain than earlier, considering that all eNBs should have connectivity to all SGSNs. 
Conclusion: “Switched tunnel” must be possible, if data forwarding shall be possible in all cases.

Looking at reference [14], which was agreed in SA2, bi-casting or forwarding of PDUs to the target can be possible via the SAE GW. A signaling sequence example is shown in figure 6 below (copied from 23.882).
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Figure 6: Example of SA2 agreed principles for inter-RAT procedure (SAE/LTE(UTRAN)
The agreed signaling scheme principle must be refined in line with the existing PS Handover procedure, if data forwarding is required:
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Figure 7: Example upgraded to support data forwarding
Step 9b may, depending on tunnel endpoint provided in step 9, point at RNC (shown) or SAE GW.  This requires no change to UTRAN. It is an EPC option to set “RABs Subject To Data Forwarding List” and Tunnel Endpoint depending on source-to-target connectivity and desired data handling.
Proposal: allow direct forwarding of data from eNodeB to RNC, controlled by EPC
Note that the case without direct connectivity will most likely also occur for intra-LTE cases, e.g. in shared networks or other cases of separate but co-operating networks.

4.2 Bi-casting

The “intra-LTE handover with change of MME/UPE” procedure will in any case imply that the GW is involved during handover preparation. By adding relevant content to the messages this enables both setup of “switched tunnels” and a trigger to start bi-casting. It is deemed that high VoIP performance is most prioritized, so in case lack of connectivity prohibits direct data forwarding, bi-casting from GW should be possible. Note that this can easily be designed as a EPC implementation option, by re-using the IE “RABs Subject To Data Forwarding List” or not providing Tunnel Endpoints for some bearers.
Proposal: Re-use legacy PS Handover mechanisms to enable the EPC to disable data forwarding. Enable sending of the message to GW, normally used to update tunnels, also when tunnels are unchanged, in order to trigger (optional) bi-casting.
5 Conclusion

In order to have few handover variants the “Inter-RAT Handover” should be modeled on the PS Handover procedure. 

Data forwarding should be allowed to “any” tunnel endpoint for LTE, UTRAN and GERAN. Tunnel endpoints shall be assigned by EPC, based on TNL connectivity between source and target RAN.

When there is no connectivity between source and target radio nodes, 

· EPC shall be allowed to set an empty “RABs Subject To Data Forwarding List” (or equivalent) to disable data forwarding.

· EPC shall be allowed to send “Update Context Request” message to GW, to trigger (locally configured optional) bi-casting

It is proposed that SA2 agrees on the proposed principles. 
Similar principles can also be used for intra-LTE Handover involving change of EPC-nodes.

6 References

[1] R3-060588
Evaluation of interruption time on inter-RAT HO, NTT DoCoMo, Panasonic, RAN3#52
[2] R3-060734
Inter-3GPP handover of downlink user plane data, Alcatel, RAN3#52

[3] R3-070228
Inter-RAT Mobility Solution, Nortel, RAN3#55
[4] R3-061548
Packet loss minimization during handover between E-UTRA and UTRA, Motorola, RAN3#53bis
[5] R3-060758
Inter 3GPP RAT system evaluation, Siemens, RAN3#52

[6] 23.060
[7] 43.129 V7.0.0 (plus correct implementation of CR0033)
[8] R3-061802
Comparison of Inter-3GPP RAT handovers, Alcatel, RAN3#54
[9] R3-061548
Packet loss minimization during handover between E-UTRA and UTRA, Motorola, RAN3#53bis
[10] S1-060425
TCP sensitivity to LTE handover, Ericsson, SA1#32
[11] R3-070148
User plane handling in case of IRAT mobility (Ericsson)
[12] 23.401 V0.2.1

[13] 23.809

[14] S2-071017, Inter RAT handover procedures between 3GPP access systems, Huawei.

























































































































































































































































































[image: image8.emf] 

UE Source eNB SGSN MME Target RNC

2. Handover Required

UPE/SAE

GW

3. Forward Relocation Request

9. Handover Required Acknowledge

11. UE Detection

12. Handover Complete

1. 

Handover

Initiation

10. Handover Command

13. Forward Relocation Complete Acknowledge

14. Update PDP Context Request

14. Update PDP Context Response

15. S1 Release procedure

7. Update Context Request

HSS

16. Routeing Area Update procedure

8. Relay PDUs to target RNC

8. PDUs to source eNB

4. Relocation Request

5. Relocation Request Acknowledge

6. Forward Relocation Response

7. Update Context Response

13. Forward Relocation Complete

_1235808487.doc


SAE GW







ARQ







3G SGSN







eNodeB







NodeB







RNC







BSC







BS







2G SGSN







HC







Cipher







Cipher







HC







ARQ







Cipher







HC







ARQ







ARQ







S1-U







S4







S4







Gb







Iu







B



U



F



F



E



R







B



U



F



F



E



R







B



U



F



F



E



R












_1235808525.doc


SAE GW







ARQ







3G SGSN







eNodeB







NodeB







RNC







BSC







BS







2G SGSN







HC







Cipher







Cipher







HC







ARQ







Cipher







HC







ARQ







ARQ







S1-U







S4







S4







Gb







Iu







Gn







B



U



F



F



E



R







B



U



F



F



E



R







B



U



F



F



E



R







S1 or X2







S1 or X2












_1235808542.doc
[image: image1.png]





SAE GW







ARQ







3G SGSN







eNodeB







NodeB







RNC







BSC







BS







2G SGSN







HC







Cipher







Cipher







HC







ARQ







Cipher







HC







ARQ







ARQ







S1-U







S4







S4







Gb







Iu







S4 or Gn







B



U



F



F



E



R







B



U



F



F



E



R







B



U



F



F



E



R







S1 or X2












_1235905559.vsd
HSS


16. Routeing Area Update procedure


 


8. Relay PDUs to target RNC


8. PDUs to source eNB


 


 


 


4. Relocation Request


5. Relocation Request Acknowledge [DL tunnel endpoint]


6. Forward Relocation Response [DL tunnel endpoint]


7. Update Context Response [DL tunnel endpoint]


UE


13. Forward Relocation Complete


Source eNB


SGSN


MME


 


Target RNC


2. Handover Required


UPE/SAE GW


3. Forward Relocation Request


9. Handover Required Acknowledge [DL tunnel endpoint]


11. UE Detection


12. Handover Complete


1. Handover Initiation


10. Handover Command


13. Forward Relocation Complete Acknowledge


14. Update PDP Context Request


14. Update PDP Context Response


15. S1 Release procedure


7. Update Context Request [DL tunnel endpoint]


9b. Relay PDUs to target RNC


Tunnel end point = Transport Layer Address + Iu Transport Association GTP TEID)



_1235808508.doc
[image: image1.png]





SAE GW







ARQ







3G SGSN







eNodeB







NodeB







RNC







BSC







BS







2G SGSN







HC







Cipher







Cipher







HC







ARQ







Cipher







HC







ARQ







ARQ







S1-U







S4







S4







Gb







Iu







Gn







B



U



F



F



E



R







B



U



F



F



E



R







B



U



F



F



E



R












_1234080835.doc






S1-U







PDN�SAE Gateway







Operator’s IP Services �(e.g. IMS, PSS etc.)











SGi







Rx+







S7







PCRF







VPLMN







HPLMN







S4







EUTRAN















”







Uu







-







LTE







“







UE







Serving�SAE �Gateway







S11







MME







SGSN







UTRAN







GERAN







S10







S1-MME







S3







S8a







HSS







S6a












