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1 Introduction and Discussion

It is possible for the radio access network to exploit certain characteristics of IP traffic when making scheduling decisions. This is particularly important with respect to uplink traffic where there is normally a delay between the UE sending scheduling information and subsequently being granted transmission resources, but in also in the downlink in . In certain cases this delay can be eliminated or can be substantially reduced. 

This paper discusses and provides the example of how certain characteristics of IP traffic may be exploited by scheduling. To illustrate these benefits we take as an example two popular and highly utilised types of traffic: traffic based on RTP/UDP/IP and TCP.
It may also be possible to extend the discussion to other types of IP traffic. The following sections illustrate some examples of how visibility of the IP flow characteristics (e.g. transport protocol indicator, DSCP marking etc.) can be exploited by the E-RAN to perform smart scheduling decisions.
2 Predictive Allocation

2.1 The example of TCP
Today the majority of Internet traffic today is using TCP [1] as a transport protocol.

Figure 1 shows a typical flow of messages based upon the UE sending scheduling information and subsequent grant of uplink transmission resources.
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Figure 1: Message flow based on receipt of scheduling information before grant of uplink transmission resource.

If uplink transmission resources are not pre-allocated to the UE there may be an increase in delay for the ACK transmission and a corresponding increase in the TCP round trip time.  This is due to the delay between the ACK being placed in the UE’s output buffer, scheduling information being sent and receipt of a grant of transmission resources.

One way of reducing transmission delay, reducing round trip time and improving throughput is for the Node B to persistently schedule (provide a long lived allocation) uplink resources for TCP ACK traffic.  Note that this is one approach for UTRA HSDPA where an associated UL DCH may be used.  However, for the LTE system, the uplink utilises orthogonal resources and so persistent scheduling may not be an efficient way to support a large number of TCP users.  With persistent scheduling, either the number of simultaneously-active users is restricted (in conflict with the LTE requirements [1] and wasteful of transmission resources for bursty uplink traffic sources), or the uplink bandwidth offered to each user is very low (resulting in larger delays).

Another way of reducing transmission delay, reducing round trip time and improving throughput (but without the need for persistent scheduling) is for the radio access network to exploit the TCP predictive nature of  TCP ACKs [2, 3 , 4]. Given TCP SACK [9] is used in most of the “modern” TCP stacks and the client typically sends a stand alone ACK for every data segment received. This enables the scheduler to speculatively allocate uplink resources such that they coincide with the timing of the TCP ACK transmission.  This type of speculative allocation can be made more efficient than the less intelligent speculative allocation mechanism represented by persistent scheduling, as the resource grants become more correlated with the profile of the actual traffic. Figure 2 shows a typical message flow where the radio access network grants uplink transmission resources every TCP data segment sent to the UE.
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Figure 2: Radio access network grants uplink transmission resources every 2nd TCP data segment sent downlink

In SAE [5] IP header compression and ciphering are performed in the UPE. The eNode-B would need to be explicitly informed by the UPE that the particular SAE bearer is carrying TCP traffic in order to persistently schedule resource for uplink TCP ACKs or to exploit the speculative allocation of radio resources. 
To exploit the speculative allocation of radio resources, the eNode-B would also need to have some means of determining if a TCP PDU has a data payload (for example: a simple rule could be for the eNode-B to assume that any SDU received that is longer than 100 octets is an encoding of a TCP PDU having a data payload)
. The eNode-B could then grant uplink transmission resources every packet sent downlink which has a payload greater than a certain size, even though the resource allocation scheme might be imperfect.

2.2 Prioritisation of ACKs

When several TCP flows [1] are mapped  to a single SAE bearer and when multiple TCP connections exist for both UL and DL direction (i.e. the UE acts simultaneously as TCP server and client) or simply packets from other flows are mapped to the same uplink/downlink SAE bearer then ACKs from the TCP flows are interleaved with data PDUs. One TCP connection is able to send data (up to the agreed transmit window) filling up the transmit buffer and thus delaying transmission of ACKs to transmissions in reverse direction (see Sections 3.2 and 3.3 of [7]). The issue is illustrated by Figure 1.2.1.
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Figure 1.2.1: ACK transmission delayed due to sending of TCP data.

This affects adversely the overall TCP performance and in effect applications therefore perceive poor network performance due to the high round trip time..  One way that this can be avoided is to place ACKs in a separate higher priority FIFO to that used for TCP data (see Section 5.4.1 of [7]). This is illustrated by Figure 3. 

[image: image4.emf] 

UE   Server  

FIFO 1  

TCP data  

Application s  

TCP data  

ACK   Round Trip  Time  

TCP data   TCP ACK  

FIFO 2  

T  

T+δ  

δ  


Figure 3: Round trip time reduced via use of a high priority ACK FIFO

Using a separate FIFO corresponds to using a separate higher priority radio bearer. The ACK radio bearer can be associated with several radio bearers used to support TCP transmission and reception. 
In SAE, the current working assumption is that one SAE Radio Bearer is mapped to one SAE Access Bearer (see Section 7.12.5 of [8]). This means that a separate high priority SAE Access Bearer would be required for transmission of ACKs. It also means that an association indication between uplink and downlink between uplink and downlink SAE bearers corresponding to the same data flows (e.g. uplink ACK transmission and downlink TCP data segments).
2.3 The example of ROHC
Explicit benefits related to IP-aware scheduling can be also leveraged when it comes to traffic compressed with ROHC [10]. ROHC uses three modes of operation:

· Unidirectional Mode (U-mode) is designed to work in environments where there is no feedback channel available or this is considered totally unreliable. In this mode the compressor “assumes” that the context has been defined after sending a certain amount of packets and/or time and given it has no feedback from the de-compressor, it has to send “uncompressed” packets periodically to make sure the context exists even if consecutive packets are being lost

· Bi-directional Optimistic Mode (O-mode) uses the feedback channel for error recovery, therefore it does not need to perform periodic context refresh

· Bi-directional Reliable Mode (R-mode) uses extensively the feedback channel to acknowledge all context updates

In this example we assume the U-mode to take primary benefit of the predictive allocation mechanism, taking into account that U-mode is quite possible to be used for bi-directional types of traffic such as VoIP due to its simplicity. Although the following mechanism can still be used when ROHC operates in the other modes, it requires the eNodeB to be able to “read” the ROHC headers. 
As described in the previous paragraph U-mode assumes that there is no feedback channel in operation therefore it performs periodic back-off in order to ensure that the compression context is not going to be lost by the de-compressor. The rate of “refresh rate” varies depending on the bitrate of the actual transmission and the levels of error rate that can be afforded in the application layer. It is normally associated with timers that give the number of packets and the maximum time that the compressor may spend without sending a context update packet. These numbers are normally predictable and for example for voice they range in the area of 2-3 seconds and the equivalent number of voice packets assuming 20ms generation rate.
Given these parameters are normally known in advance the eNodeB scheduler can be configured in such a manner as to perform “predictive allocation” for larger packet sizes every this time or every this number of packets.

As for the other ROHC modes of operation in order predictive allocation to be leveraged, the eNodeB needs to have visibility to the compressed ROHC headers to detect whether the feedback sent by the deompressor is ACK, NACK, or STAT-NACK. This will allow it to predict the exact packet size in the opposite direction. 

In order for these mechanisms to be implemented it is required that the eNodeB has a visibility of the compressed packet header to detect whether U-Mode is in use and if not then to start reading the “feedback” fields in order to predict the expected packet size in the opposite direction. 

2.4 The example of video

In order to achieve audio/video synchronisation RTP streams have in-band timestamps that they have arbitrary origins and usually different streams have different time stamping rates.  In order to synchronise audio and video, their time stamps have to be related.  Associated with each stream are periodic RTCP sender reports, which associate the RTP timestamps in the stream with a common clock at the transmitter in most cases the time-of-day clock.

Until at least one RTCP sender report has been acquired for each stream, the streams cannot be played in synchronization.  Thus, the frequency, timing and guaranteed delivery of RTCP reports contribute to the delay before audio and video are rendered to the terminal’s screen, not only to their synchronisation, because many commercial clients will not render anything before synchronization has been established. Therefore this adds high availability requirements to the delivery of RTCP sender reports.
Additionally to that recent proposals in IETF and other standardisation bodies (e.g. ISMA [12]) propose mechanisms for in-band synchronisation between video and audio streams. Using the header extension defined in [11], makes it possible to provide the time-stamping in selected RTP packets, in-band. This would typically only need to be sent on the packets that would trigger the de-coding to start. Using this RTP extension can also be possible for stream labelling of frame types, dependencies is codec-independent, and also can be applied to other streams in the same content (e.g. “this audio frame is associated with a video I-frame”).This scheme eliminates the delay caused by waiting for the RTCP sender reports. 

The “importance” of the packets within the video stream can subsequently marked with the DSCP drop precedence bits either by the video/audio packetiser itself or the SAE GW (PCEF) and the eNodeB can subsequently perform selective packet dropping in cases of radio congestion.

To summarise the random dropping of packets in the last hop of the SAE network (i.e. in the eNodeB), which will take place if the eNodeB cannot have visibility/knowledge of the IP flow characteristics and in-band differentiation, may have adverse effects in the user experience of video transmission.
3 Proposal

Scheduling is generally a proprietary mechanism and none of the principles of the IP-aware scheduling need to be standardised in any specification, what SA2 is requested to do is: 
· Discuss the principle of  IP-aware scheduling and the examples of the concept of IP-aware scheduling
· Agree that is beneficial for E-RAN to be possible to perform IP-aware scheduling if required.
Discuss on the possibilities to enable this mechanism:

· Re-visit the working assumption that ciphering and header compression is being performed in UPE (i.e. CN) rather than the E-RAN. 
· Provide the IP TFT description to the eNodeB as part of the SAE bearer establishment.
4 References

[1]. IETF RFC 793 “Transmission Control Protocol”

[2]. IETF RFC 813 “Window and Acknowledgement Strategy in TCP”
[3]. IETF RFC 1122 “Requirements for Internet Hosts – Communication Layers”
[4]. IETF RFC 2581 “TCP Congestion Control”
[5]. 3GPP TS 25.813 “Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Radio interface protocol aspects”
[6]. 3GPP TR 25.913 “Requirements for Evolved UTRA (E-UTRA) and evolved UTRAN (E-UTRAN)”
[7]. IETF RFC 3449 “TCP Performance Implications of Network Asymmetry”
[8]. 3GPP TR 23.882 “3GPP System Architecture Evolution; Report on Technical Options and Conclusions” (Release 7)
[9]. IETF RFC 2018 “TCP Selective Acknowledgment Options”
[10]. IETF RFC 3095, “ Robust Header Compression (ROHC), Framework and four profiles: RTP, UDP, ESP, and uncompressed”

[11]. A general mechanism for RTP Header Extensions, D. Singer et al.,  http://www.ietf.org/internet-drafts/draft-ietf-avt-rtp-hdrext-08.txt
[12]. INTERNET STREAMING MEDIA ALLIANCE, TN01194, Fast channel changing in RTP









































































































� It is assumed that the eNode-B can determine the length of each SDU and that the e-NodeB does not just receive a continuous stream of  concatenated compressed/ciphered IP packets.
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