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Abstract of the contribution:

This document provides a brief overview of how local number portability can be achieved within the IMS. The document first summarizes essential requirements, and then discusses viable architectural alternatives. 
Brief Summary of Requirements
North American cable networks offering telephony service, including VoIP PacketCable networks, are required by regulations to support local number portability requirements. These requirements are described in PacketCable specifications, and the essential requirements that impact the IMS are summarized here for convenience. 
· LNP applies to only telephony services. Therefore, LNP requirements are limited to TEL URIs and SIP URIs with user=phone.  This limitation is assumed and understood throughout the balance of this document. 

· The cable network is required to determine if a called number is ported. 

· If the called number is ported to a PSTN destination, the cable network must apply routing policy based on the LNP routing number, and must also pass the routing number and LNP database dip indicator to the PSTN. 
· Since LNP is required per national or regional regulations, the application of LNP within a network is dictated per operator policy. 

Architecture Alternatives

Historically, LNP dips have been accomplished via TCAP interfaces, and the TCAP interface for LNP will need to be supported within cable networks as well. In the future it is expected that ENUM will be used to support LNP. (See RFC 4769) ENUM/DNS servers containing the E.164 address to SIP URI mapping are expected to be synchronized with LNP porting procedures. 
The possibilities of TCAP or ENUM/DNS being used for the LNP dip interface are reflected in the architecture options considered below. The alternatives described are intended to minimize impact to the IMS architecture while providing efficient procedures to realize LNP. 
S-CSCF enhancements for LNP:

Since it is likely that LNP porting procedures may be synchronized in the future with ENUM, CableLabs recommends that the existing S-CSCF ENUM interface be updated to support specific SIP protocol enhancements for LNP, such as routing and LNP dip indicators. This will allow LNP to be accomplished over the existing S-CSCF interface without the need for the extra signalling required to accomplish LNP with an application server. Once LNP is reflected in ENUM/DNS, this approach is likely to be a very efficient way to accomplish LNP in the IMS. Since no architectural impact is required to the S-CSCF for this approach and IMS updates are limited to protocol enhancements, the only changes needed to 23.228 are informative in order to explain the concept and provide guidance to CT1.
Application server use for LNP

The use of an application server is a viable alternative if LNP via ENUM is not supported and a TCAP dip is needed. The AS could support an interface for the TCAP dip. The disadvantage of this approach is that additional signalling and latency is required for every call to be routed to the AS for the sake of potential LNP. Although no architectural impact is required for this approach, SIP protocol enhancements for LNP parameters on the ISC, Mw, Mg, Mi and other interfaces leading to the PSTN are needed to support the LNP parameter. Therefore, informative text may be appropriate in 23.228 to explain the concept and instruct CT1 to support this option.
MGCF enhancements for LNP

This is another viable alternative if LNP via ENUM is not supported is for a TCAP interface at the MGCF to support the LNP dip. No architecture impact is required, although the MGCF would need to support TCAP dip procedures. Cable operators have decided to use existing PacketCable defined network elements for PSTN interconnect. These PacketCable elements provide the equivalent to the 3GPP MGCF equivalent function with specific enhancements for cable, such as the TCAP dip for LNP. Therefore, although CableLabs does not request 3GPP for a change to the MGCF for the sake of LNP, CableLabs would certainly support such a change if it is included with the other requested changes.

Transit function enhancements for LNP
The transit function could be used for either ENUM/DNS or TCAP interface LNP dips. But it should be noted that not all networks, including cable networks, will deploy a transit function. Therefore, although CableLabs does not request 3GPP for a change to the transit function for the sake of LNP, CableLabs would certainly support such a change if it is in included with the other requested changes
Summary of recommended changes to 23.228 for LNP:

CableLabs recommends minimal impact to the IMS architecture to support LNP over both TCAP and ENUM/DNS. Therefore, CableLabs requests that informative text to be added to 23.228 to explain the use of ENUM at the S-CSCF, and the use of an application server for the TCAP dip. The need for protocol enhancements in the signalling for routing and dip indication will be indicated, but not detailed since this is a CT1 topic. 
Since not all operators will need to support LNP, and others who do support LNP may vary on the use of ENUM/DNS versus TCAP for the dip, the use of any network element in the IMS for LNP should be per operator policy.  
CableLabs has submitted a CR to SA2 for approval to support these changes. 
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