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This contribution discusses network-based mobility management, i.e. PMIP, is applicable for inter-technology handoff in case of dual radio, with the use of virtual interface function in the UE.
1. Introduction

There are two different approaches to providing IETF based mobility, one being client based, typified by RFC 3344 for IPv4 and RFC 3775 for IPv6. These approaches augment normal host functionality with “mobile node” functions in order to mask changes in local address and/or interface(s).
The second approach to IETF based mobility is defined as being network based, typified by Internet Drafts draft-leung-mip4-proxy-mode and draft-sgundave-mip6-proxymip6. Solutions based on these approaches enable some other entity to provide mobility support on behalf of an unaltered and mobility-unaware IP host.
In between these two extremes is a third approach which uses the network based mobility solutions to altered IP hosts. Specifically these hosts are altered, not to be fully mobility aware, but to include functionality providing a virtual interface adaptor function which is able to mask changes in local interfaces from other host functions. Virtual interface adaptors are widely used for realizing tunnelling clients, e.g., IPsec client functionality.
As the previous contribution S2H-060457 has already clarified, this contribution details how the virtual interface of the UE in general can handle the inter technology handoff while allowing the UE to use the same IP address in the network where the network-based mobility management, i.e. Proxy Mobile IP, is used.
2. Applicability to SAE
The above descriptions highlight that the SAE mobility solutions are impacted by the design of the SAE terminal. In a single radio design, a single interface is typically used to provide connectivity to the network. Conversely, in a multi-radio design, multiple interfaces are used to provide connectivity to the network and for some finite duration, the architecture will be required to support the case where two interfaces are simultaneously active.

Devices using multiple-radio design then require additional functionality, either client based mobile node functionality or virtual interface adaptor functionality in order to provide seamless connectivity when switching between the different radio interfaces.

As mentioned above, the terminal needs to have virtual interface functionality if the network-based mobility management is used. Considering the terminal impact, virtual interface adaptors are widely implemented for realizing tunnelling clients, e.g., IPsec client functionality. For instance, Linux OS natively supports “bonding” functionality that configures the virtual interface on top of the multiple physical interfaces and allows UE application to use the same IP address regardless of the physical interface currently activated. Thus, achievement of virtual interface is not the complex development of terminal, and in some cases, it might be only a matter of UE configuration.
Figurer1 shows the terminal stack. The way of virtual interface used is as follows:

The IP address associated with the virtual interface adaptor is not associated with any particular network adaptor. Incoming packets destined for the IP address of the virtual interface adaptor are delivered to the process regardless of the interface through which they arrive. 
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Figure 1:  UE Protocol Stack with Virtual Interface
It should be also noted that the generic concept of virtual interface functionality is already discussed in RFC 1122 almost 20 years ago, and not a technically new functionality. Following is the reference from RFC1122 where it is termed “link-layer multiplexing”
RFC 1122: 

Finally, we note another possibility that is NOT multihoming:  one logical interface may be bound to multiple physical interfaces, in order to increase the reliability or throughput between directly connected machines by providing alternative physical paths between them.  For instance, two systems might be connected by multiple point-to-point links. We call this "link-layer multiplexing".  With link-layer multiplexing, the protocols above the link layer are unaware that multiple physical interfaces are present; the link-layer device driver is responsible for multiplexing and routing packets across the physical interfaces.
4. Proposal

Based on the above explanation, it is clarified that the virtual interface adaptor of the UE can handle inter-technology handoff and such capability is already implemented in one of the major OSs, i.e. Linux. This means the virtual interface adaptor is common functionality and implemented/used by various network equipments including terminals. Therefore the application of the network-based mobility that requires UE to manage different interface with the same IP address does not give any major impact on the UE development. In conclusion, it is feasible that the SAE architecture adopts network-based mobility management for inter technology handoff.
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