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Abstract of the contribution:

In order to achieve progress in SAE it is very important to achieve a common harmonized architecture. SA2 delegations need to agree on most of the relevant key issues. Only then can real progress on standardization begin. 
1. Introduction

A narrow scoped discussion on issues such as PDCP and ciphering location on their own does not make sense. This topic has implications for the rest of the architecture. This document takes a wider perspective and seeks to motivate a comprehensive response to a set of key issues.

· Network nodes and interfaces to be standardized

· Function allocation to nodes including PDCP and ciphering

· Packet buffering and paging initiation for Idle mode UEs

· QoS model including user plane tunnel model

· Backhaul network efficiency

· MME separation
Two architectural alternatives are discussed in some detail. These two plausible alternatives amongst the many possible are discussed. Though more than two possible combinations exist, the two presented below represent, to a large extent, positions that have obtained considerable support within SAE. Either alternative would greatly reduce the number of implementation options and would serve to focus SAE effort productively. The advantages and disadvantages of both approaches will be assessed and a preferred solution suggested.

2. Discussion

Opening of the S5a interface is an independent issue from the debate on ciphering and PDCP location. The following figure shows various options that will be discussed in this document.
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Figure 1: Two alternatives to consider

Architecture 1 includes a MME/UPE without separation, while S5 carries both user plane and control plane traffic. The question of whether or not to allow the split the MME/UPE functions is orthogonal to the question of where to locate ciphering and PDCP capabilities.

Architecture 2 separates the MME and UPE but explicitely asserts the UPE functions belong in one or another of the SAE GW, MME or eNB. The UPE as a distinct entity on its own does not remain in tecture proposal An equivalent "direct tunnel“ can be established as an optimization; the details of this proposal follow in subsequent discussion.

Neither options in Figure 1 assert the positioning of the PDCP / ciphering functions.

If ciphering and PDCP functions are relocated to the eNB, this should be regarded as a redesign of the S1 interface and the QoS model over it.
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Figure 2: Simplified Model of Architecture 1

Architecture 1 is depicted in Figure 2. In essense, this approach places the RAN/CN split between the MME/UPE and the eNB. The S5a interface can be employed during initial attachment. This allows a stand-alone SAE GW. This is up to the operator. This results in a three node configuration, when MME and UPE are combined but implemented separately from the SAE-GW.

The SAE GW in this case can be access independent, serving as the inter-system mobility anchor. This is a service focussed definition; the SAE GW provides a gateway to a PDN, IP flow based charging and interaction with networks and servers.

The MME/UPE entity supports local mobility functions. In particular, it provides an anchor for inter-eNB handovers within a local area. Packet buffering for idle mode UEs is another function this entity provides. The UPE may be placed close to the RAN side, which allows for efficient inter-eNB handoffs.

The SAE and MME/UPE can be colocated for common services (e.g. IMS) – It is the operator’s choice! This allows for a lean two node configuration.
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Figure 3: Simplified Model of Architecture 2

Architecture 2, shown in a simplified form in Figure 3, still includes three nodes – a SAE GW, an MME and an eNB. 

The SAE GW now has a service and mobility function. In many cases, it will connect to all eNBs in a PLMN, potentially supporting nation-wide coverage. The SAE GW serves as the inter-LTE mobility anchor implying that the SAE GW will take part in all inter-eNB handover operations. This can be very inefficient if the SAE GW is not close to the RAN, e.g. due to long-distance user mobility or special purpose SAE-GWs.

As in Architecture 1, the SAE GW also serves as an inter-system mobility anchor and offers service related functions (e.g. charging, access to networks and services).

The MME should be a separate entity, able to cover a local area.

The S5a interface would only be used in special cases – for example, to support multiple PDNs.

2.1 Idle mode handling 

Architecture 2 presents three alternatives for packet buffering: in the SAE GW, in the MME or in the eNB. The third option is not considered here as no support appears to have arisen during SA2 discussion and presentations.

Buffering at the SAE GW has a number of disadvantages. The SAE GW would have to track the UE’s state. This duplicates state tracking in both the MME and SAE GW. The synchronization of this state is problematic and can give rise to error conditions. Error handling to handle unsynchronized conditions would have to be defined. Further, the SAE GW would need to initiate a paging request to the serving MME of a UE. The SAE GW would need additional storage to support buffering. Lastly and most importantly, the SAE GW would require very specific support for individual access networks. It would be difficult to employ general purpose IP routing equipment in this case.

Packet buffering in the MME does not have these disadvantages. The idea behind assigning buffering to the MME is that a temporary user plane would be established between the MME and the eNB. This user plane would be employed to forward buffered packets to the UE when it becomes active. This is a somewhat more complex scheme than packet buffering in the SAE GW, however.

In the future, there will be an increase in P2P, UCC, Web2.0 and as yet unknown IP services such as location based advertisements and other push-based services. A common aspect of these emerging avenues of IP traffic is that they result in sporadic arrival of data to the UE. This will result in frequent state changes between idle and active due to incoming packets to an idle UE. If traffic is buffered at the MME, there will be user plane switching (eNB to MME from eNB to SAE GW) even when the UE is not moving at all. 

Packet buffering in the MME therefore results in unnecessary complexity and additional user plane switching. The MME needs to have user plane functions to support buffering, however. All this argues for Architecture 1, which is neither complex with respect to buffering nor results in additional user plane switching.

2.2 Security related issues

Security associations are needed between the eNB and SAE GW. The user plane should be protected over backhaul as well as the control plane. This is especially important when ciphering is performed by the eNB. IPSec is assumed to be the means by which the user plane traffic is secured.

One alternative is to configure static security associations. This will result in a very large number of security associations. This will prove difficult to maintain (from an O&M perspective) and burden the SAE GWs. Each SAE GW will have to maintain security associations with all the eNBs. This could prove a very large number of security associations.

To add a single eNB would require setting up associations with all SAE GWs in the core network. This would greatly complicate the task of introducing a pico-eNB. Adding a new SAE GW would impact all eNBs in the network, requiring their reconfiguration.

A second alternative is to set up security associations on the fly. A SAE GW and an eNB can set up a security association during the initial attachment procedure and handover via an MME in the case that no security association exists. The MME would generate a new key set and transfer the results to the SAE GW and the eNB. The downside of this proposal is that it would entail introducing a new 3GPP-specific IPSec key method. Further, if IKEv2 is used, a substantial additional delay for key shared key generation would be introduced to the the handover procedure.

The second alternative will not reduce the actual number of security associations much, compared to the first alternative. Most eNBs can have active sessions with many SAE GWs, when SAE GWs are evenly selected, for example, due to load balancing between them.

2.3 Efficient use of backhaul

Backhaul resources are amongst the scarcest in the operator’s network. These can be of several types, e.g. T1/E1, Ethernet and Wireless backhaul. This is shown in Figure 4. In many cases, the backhaul network has limited bandwidth and is very expensive. Traffic rate control, congestion and flow control should be implemented to optimize the use of backhaul networks.
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Figure 4: Backhaul

We present two alternative methods that could be used to support backhaul traffic control given Architecture 2 given the network topology depicted in Figure 5. 
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Figure 5: Backhaul Network Topology

The first alternative is to include no traffic control at the SAE GW. Diffserv marking could be undertaken at the SAE GW, forwarding packets to the backhaul network without any control This would result in excessive dropping of packets on the backhaul network.

This alternative entails problems. The existing backhaul may not support packet dropping according to the selected Diffserv class. The buffer in the backhaul router may not be big enough to provide traffic control. Traffic overflow at the last mile will be discarded after usage of the intervening network extending towards the SAE GW. Finally, traffic loss cannot be controlled by a wireless operator. The conclusion is that Diffserv alone cannot guarantee efficient use of the backhaul resource.

The second alternative has two components: traffic shaping with buffering and flow control based on feedback from the eNB. Both of these approaches also raise concerns.

Traffic shaping by the SAE GW, together with buffering, does not adequately conform to the traffic characteristics of traffic to the eNB. An eNB may exchange data with multiple SAE GWs simultaneously. One SAE GW cannot coordinate with other SAE GWs in order to regulate the amount of traffic appropriate to send to the eNB. The SAE GW has no information about the aggregate usage of the backhaul network towards the eNB. Also of concern would be the potentially substantial storage required by a SAE GW in order to support a large number of eNBs and traffic for many UEs. 
When a new ENB is added, the SAE GW must be reconfigured to apply additional traffic shaping. This reconfiguration concerns not only for the newly added ENB but also the handling of other ENBs sharing the backhaul network.
As a consequence, it would be very difficult to adjust the bandwidth of the backhaul according to the air bandwidth. Roughly backhaul bandwidth must be between 1 and 1.x times the air bandwidth.

A direct interface between the eNB and SAE GW in architecture 2 will not provide efficient use of the backhaul network. This will necessitate over provisioning, which is very expensive.

2.4 Additional Issues with Architecture 2

Frequent path switch signaling will occur for each inter-eNB handover. This signaling will go all the way to the SAE-GW. Note that the SAE-GW can be far from the RAN site, in case the user has moved a great distance or a special SAE GW is needed to provide PDN access. This signaling will be multiplied in the case of Architecture 2, as shown in Figure 6.
As an alternative architecture solution, multiple PDNs can be accessed through a specific SAE GW for a UE using interface between SAE GWs. However it increases number of nodes in the user plane.
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Figure 6: Multiplication of Signaling

The SAE GW will have to handle a very high signaling load for each eNB handoff. The distance between eNB and SAE GW can add latency to the handoff. This in turn can add to load on the backhaul network as significantly more traffic is initially sent to the previous eNB which has to be forwarded to the the target eNB via X2.

2.5 Rationale for Architecture 1

A localized UPE, covering a specific geographic area, can solve all the shortcomings of Architecture 2. 

Idle mode packet termination is handled at the UPE, and buffered there. This will avoid the problems of complexity with a separated MME and eliminate the need for the SAE GW to have access dependent support for paging.

The UPE will offer efficient control and use of backhaul resources.

Intervening UPEs to support regions will ensure that fewer security associations exist between eNB and the core network. This reduces O&M complexity and cost.

The UPE/MME provides efficient inter-eNB mobility management than Architecture 2. For inter-eNB mobility the MME/UPE will act as a mobility anchor that will optimize the interactions necessary during handover.

It can interface with the SGSN for packet forwarding (if necessary) during inter-RAT handover. In this case, the legacy SGSN needs to have an interface with only a few MME/UPE entities for signaling and data forwarding.

Finally, combining the MME and UPE ensures simpler interfaces and flows.

A possible problem with architecture 1 is that it requires tunnel switching in the UPE. This occurs in Architecture 2 as well, however, in the case when multiple PDNs must be supported. In this case, two SAE GWs would be on the forwarding path. This forwarding process at the UPE should be relatively straightforward however, as it follows the normal behavior of IP routers. Well designed packet processing can minimize the overhead introduced.

We assert the following principles concerning the SAE GW. 

· The SAE GW should be a simple service gateway, mainly interfacing with a service network (such as IMS) and application servers. 

· The number of SAE GWs in an operator’s network should not be too great, as this would complicate service provisioning. 

· The SAE GW should be independent of the radio access network.

· The SAE GW should not buffer packets for idle mode UEs

Standards should allow for the separation of the SAE GW and the UPE within the core network. This amounts to separation of the radio mobility anchor (UPE) and the service gateway anchor (SAE GW). This would assign several functions to the SAE GW.

· Mobile IP HA

· GTP termination from legacy SGSNs

· IP flow based charging

· QoS mapping for wire line transport (e.g. Diffserv marking)

The combined MME and UPE should be allowed as this simplifies interfaces and procedures. There is no need to define complex UE state synchronization procedures between the MME and UPE/SAE GW for buffering of packets to idle mode UEs. Finally, it simplifies the security associations between eNBs and the core network.

We suggest that the superior solution is Architecture 1, as shown in in Figure 1. The MME/UPE will be combined as the main use case.

The SAE GW would support the capabilities listed above. The MME/UPE serve as a(n)

· Packet buffering for idle UEs

· Inter-eNB mobility anchor

· S3 interface termination

This leaves open the question of how S5a and S1 are defined. S5a constitutes a bearerless tunnel. This could be supported by PMIP and Diameter, among other possibilities. S1 could be GTP or IP based. The question of location of locating PDCP and ciphering is also open, and is discussed in the next section.

2.5 PDCP and ciphering location

After long consideration, we could not find a convincing technical reason to revoke the working assumption for security in the core network.

There are clear advantages to locating PDCP and ciphering in the UPE. This offers better support for mobility as no ROHC or security context forwarding is needed during inter-eNB handovers. Less air interface is consumed due to ROHC reset. Further, there is less backhaul overhead. Finally, there is no need to signal full IP filters (for QoS) to the eNB. The eNB would not need to perform packet inspection in order to apply QoS policies.

Arguments in favor of PDCP and ciphering in the eNB include a simple QoS model, since the air-dependent bearer terminates at the eNB. This would require duplication of functionality for IP packet classification between the eNB and the entity in the CN that provides Diffserv marking (e.g. the UPE/SAE GW in Architecture 2).

Another advantage to PDCP and ciphering in the eNB is IP visibility availability at the point where air scheduling occurs. It is not clear yet how the eNB would use IP header information to improve utilization of the radio access network.

Lastly, there would be no need for PDCP SN. It would be possible to reuse RLC SN for ciphering. This applies also for the case of PDCP in the UPE/SAE GW where only ciphering is in the eNB.

Our preference is to have PDCP and ciphering in the core network to better support mobility.

Having PDCP and ciphering in the eNB can be used as a method to reunite the SAE architecture and minimize implementation options and protocol alternatives. We could determine that air independent bearers terminate at the eNB.

The key implication and issue with this relocation would be the need for additional work to support QoS. Per QoS tunnels between the eNB and the gateway could be accomplished using a bearerless tunnel between the eNB and SAE GW. Hopefully this will be specified using IETF protocols. 

3. Conclusion
Discussion of relocating ciphering and PDCP will not close either S1 or S5a. We consider this relocation a redesign of the S1 interface.

Reuniting the SAE architecture and minimizing implementation options can be achieved through defining essential functional entities as discussed in this document – using the SAE GW, UPE/MME and eNB. The S1 interface will define the RAN / CN split and become the main interface for LTE mobility. The S5 interface allows stand-alone MME/UPE and SAE GWs and the combining of the MME and UPE. 

A decision on PDCP and ciphering location in the eNB would potentially result in a redefinition of the QoS and user plane tunnel model.

The decision should require minimal changes to the current architecture in TS 23.401 and TS 23.402. The debate on PDCP and ciphering location must consider the impact of functional allocations on the relevant interfaces as discussed in section 2.
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