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A  Introduction
Contribution S2-070540 argued for a change to the SAE architecture with the objective of “unifying the industry”. The authors of that contribution believed that the SA plenary decision to allow the use of S5a at UE switch-on will lead some suppliers to develop the so-called “B2” architecture in which the UPE is integrated into the eNodeB, causing market fragmentation. It was hoped that moving parts of the UPE functions – namely PDCP - to the eNodeB would allow the industry to focus on a single architecture.   

This contribution is our response to the call made at the last SA2 meeting for companies to reveal their opinion regarding S2-070540 and its conclusions.  In this paper we discuss/propose:

1. a way to avoid market fragmentation by keeping long agreed architecture principles rather than debating incompatible architecture options;
2. the potential impacts that a shift of PDCP to the eNodeB may have;
3. a way forward with respect to the proposal to move PDCP to the eNodeB. 
These 3 points are addressed separately in the following sections, B.1 – B.3.

B.1. Avoiding Market Fragmentation 
TSG SA decision on SAE architecture guidance allows the UPE to be collocated with the SAE GW (labeled “architecture A” in S5-070540), and alternatively to be separated from the SAE GW via S5a (labeled “architecture B1” in S5-070540).  A and B1 can be considered as two compatible variants of the same baseline architecture and functional allocation, either with existing S5a interface or with S5a internal to a combined node.  In addition, a collapsed eNodeB/UPE deployment is also within the scope of this architecture without causing interoperability issues.  This is a natural process where standardized components can be collocated, essentially making a reference point / interface internal to the physical node.  It cannot be seen how this situation may raise “market fragmentation” concerns.

In contrast, the proposal to move PDCP from the UPE into the eNodeB creates a system architecture that is functionally incompatible with the current SAE architecture.  It also ignores the SAE architecture guidance from the last TSG SA meeting, as well as the agreements on the location of U-Plane ciphering “above the eNB” taken in the S3/R3/R2 joint meeting in January 2006.
To summarize, we see no reasons for “market fragmentation” fears stemming from the SA architecture guidance on SAE, or generally associated with the current SAE architecture.  In contrast, market fragmentation is driven by the proponents of incompatible architecture changes, such as moving PDCP to the eNodeB.

B.2. Impacts of changing location of PDCP
In its conclusion, S2-070540 recommends to shift PDCP into the eNodeB in order to avoid the claimed market fragmentation.  Although we do not follow the market fragmentation argument of S2-070540, as described in item B.1 above, the issues involved in moving PDCP from the UPE to the eNodeB are further elaborated upon in the following.
a) Change a working assumption that the whole community worked upon during the past year
In our view, moving PDCP from the UPE to the eNodeB is not a step that can simply be performed on its own.  Rather, we believe that many other areas of the SAE architecture would be affected, thereby endangering all the current work results and, in consequence, the SAE and LTE time plans.  Acknowledging the obvious lack of detailed analysis/knowledge at this time, at least the following affected areas have been identified:
- security concept

- QoS concept in relation of SAE access bearers/ SAE radio bearers
- parts of the functional allocation, e.g.  idle mode termination

- the number, placement and multiplexing options of PDCP entities, including the associated radio bearer issues
- placement of the ciphering function (MAC/RLC/PDCP)

- performance of the PDCP relocation procedure as this would occur with every eNodeB change

b) Inferior security compared to current situation (PDCP above the eNodeB)
There are a number of security threats if the user plane traffic is visible in the eNodeB, which is a consequence when PDCP is in the eNodeB.  The first example is the insertion of packets on the uplink that could turn a base station into a difficult-to-detect source of internet spam. More worrying still is that such attacks compromise billing mechanisms that rely for their effectiveness on a secure path between the UE and the core network.  The second example is a man-in-the-middle attack. This could be a variant of Phishing where the user requests access to the valid URL, but the hacker modifies packets transferred between a user and a web server. This can be used for password grabbing or to inject malicious active content in traffic towards the user (trojans). The argument “critical services like online banking are protected by TLS” is not really valid, as the typical user does not carefully check a web site’s certificate.  
The attached SA3 contribution (S3-070066) further elaborates these threats and presents a view on the related one-time and recurring costs in order to mitigate the threats.

The above threats might be considered to be of acceptably low probability if base stations are kept in a secure environment, and the backhaul links have additional security.  While the additional backhaul security will represent another cost increase, it is, however, certain that LTE base stations will be deployed in increasingly diverse and less-protected environments.  The availability of DSL backhaul and attractive pricing is making such deployments increasingly economic.  Finally, home base stations are currently attracting a lot of interest in operators, and these offer hackers the opportunity to explore the inside of a base station in the comfort of their own home as access to lightly protected hardware is available 24/7. This will not only put other users on that base station at risk, but also promote attacks against other eNodeBs from what was learned - and is globally shared in well known internet fora - from the above exploration.

Terminating the ciphering above the eNodeB protects the users in such situations.  The cost and effort/time (e.g. securing S1 and X2, tamper-proofing the eNodeB) to achieve the same level of protection with PDCP in the eNodeB is currently unknown and would require a thorough design and cost analysis. This is also the essence of related SA3 communication.
We note that sometimes the HSPA evolution is taken as an argument in relation to the security issues.  However, in the case of HSPA, the evolution was driven in this direction because of a requirement to maintain backwards compatibility with existing terminals already in the field. No such constraint applies to LTE. And with HSPA there is the existing architecture to fall back to in the case that NodeB’s are deployed in untrusted environments, or if it is found the overall cost impact of adding tamper-proofing to the NodeB is not matched by savings in the network. No such flexibility exists for LTE, and a hasty decision that either causes a net increase in network costs, or compromises security must be avoided. 
c) Unification of the industry

It has been claimed by the proponents of shifting PDCP to the eNodeB that such a move would “(re-) unify the industry”.  However, it is obvious that this is not the case – in fact the move will create new controversies, at least the following:

- some companies want to reopen QoS when PDCP is moved, others don’t;

- whether the interface towards the eNodeB will be S1, S5a or something new;

- the protocols to be used on that interface;
- location of remaining UPE functions, e.g. idle mode termination

B.3 Consequential Optimizations
The placement of ciphering above the eNodeB has been a cornerstone on which much of the SAE design has hitherto been built. If a decision were made to move PDCP to the eNodeB, this should not be done in isolation. A fast decision to change PDCP location while leaving everything else unaltered would mean that the security advantages of centralized ciphering are lost while any potential advantages from the move are neglected and, hence, remain unrealized, resulting in a system of compromises.

Potential optimizations could arise based on the visibility of user plane IP packets in the eNodeB.  Furthermore, it should be investigated whether the allocation of functions to other protocol layers could yield performance and/or cost benefits for the overall system.  From today’s knowledge, such potential optimizations have been identified in the following areas:

1. QoS concept optimisation and remove/diminish the role of SAE bearers to allow per packet scheduling in the eNodeB

2. Movement of ciphering function from PDCP to RLC or MAC layer to minimise overhead (avoid use of two different sequence numbers) and allow optimized scheduling
C Conclusions

The only reasons provided in S2-070540 for the proposed PDCP shift is a feeling of “market fragmentation” if this shift is not performed.  However, neither do we share that view, nor do we see an “industry unification” via this move – it is rather the opposite.

There has also been mention of potential benefits for the SAE/LTE system if PDCP is moved to the eNodeB.  However, there is no indication of an overwhelming value in these claimed benefits.  Therefore, stronger reasons are needed to justify the risks involved, similar to the backwards compatibility argument that has driven HSPA evolution.  However, no such reasons have been provided by the proponents of the shift so far.

On the other hand, the cost and security risks if moving PDCP to the eNodeB, as well as its impact on the SAE/LTE standardization process, are currently unclear.  A first indication of the cost can be drawn from attached S3-070066.  A decision to shift the PDCP location could delay the standardization of LTE/SAE by many months.
In summary, it is therefore recommended to stop all work on PDCP location and “architecture B2" of S5-070540 immediately, and solely specify the two architectures, A and B1, that are covered by the SA architecture guidance.
If SA2 does not adopt this recommendation, then it will be necessary to establish a full understanding of the risks implied if PDCP is moved to the eNodeB, before the final decision can be taken.  It also requires the preparation of a message to TSG SA that SA2 is working on architecture changes that ignore the SA architecture guidance.

If SA2 decides against following the SA plenary guidance and continues to question the PDCP location, we propose to study the issues within the next meetings, with the following scope for the study:

1. identify the impacts (complexity, cost and security issues) involved in a shift of PDCP to the eNodeB.  This includes

a. a detailed elaboration of the new security architecture,

b. clarification to what extent the resulting security level is inferior to the current working assumption of PDCP above the eNodeB,

c. detailed cost estimates and figures that the change would incur,
d. identification of the time delay as a result of the change.
2. investigate potential architecture / functional optimizations resulting from the visibility of user plane IP packets in the eNodeB

3. identify any areas that may be impacted by the change but have not been analyzed due to the study’s limited scope and time.
The result of the study, if decided, shall be available for TSG SA #36 (June 2007) for final decision, including possible voting.  Work in SA2 shall then be arranged in a way that progress can be made on topics that are not affected by the PDCP location debate so that SAE work doesn’t get stalled during the study period.
