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Abstract: This document discusses the impacts of the encryption and header compression function termination location to the SAE system from various viewpoints. 
 It is discussed that: 

· Having different RAN-CN functional split between HSPA/UMTS and LTE/SAE disables reuse of the current 3GPP core network capacity for initial LTE deployments. Also the future 3GPP system evolution towards a harmonized single 3GPP system with multiple radio interfaces is made difficult

· Centralized location has a negative impact to the Overall SAE System Performance and complexity  

· There should be no significant negative impacts to the eNodeB cost and complexity if the working assumption about centralized PDPC location is changed. It is also expected that the  overall SAE system cost and complexity would rather be decreased than increased

· The impact to the SAE specification schedule if the working assumption about centralized location is changed is likely to be positive rather than negative

· The impacts to the initial LTE/SAE deployment schedule if the working assumption about centralized location is changed is likely to be positive rather than negative

· In addition to the above arguments, centralized location may mandate extra overhead and complex UE implementation, that could be avoided if LTE RLC and encryption termination points would co-locate in single node and thus would enable encryption of RLC-PDUs rather than PDCP PDUs.  This topic is however outside of the scope of this contribution. 
Based on the discussion it is proposed that the current working assumption about termination of the encryption and header compression function at Core Network is changed.

1.  Introduction

The scope of this contribution is limited to the encryption and header compression functions and their location within SAE. This contribution does not make any recommendation about (re)location of other functions in the SAE architecture.
The current SAE working assumption in 3GPP is that the encryption and header compression function is terminated in the SAE core network (SAE GW/UPE). This paper discusses this topic and illustrates what are the consequences from this working assumption and what could be the consequences if the function would be moved to locate at eNodeB.

For simplicity, in this document it is considered that the user data over the air encryption and header compression are collocated. The SAE system function performing these two functions is called in this document as "PDCP".

The PDCP location topic can be addressed from 5 different viewpoints:

1. Impacts from the PDCP termination to the Overall SAE System Performance 

2. Impacts to 3GPP system depending on whether the same or different functional split is specified for HSPA/UMTS and LTE/SAE


3. Impacts to the eNodeB and overall SAE system cost and complexity 

4. Impacts to the SAE specification schedule


5. Impacts to SAE deployment schedule


2. Discussion

2.1. Overall System Performance Impacts

2.1.1 PDCP Location Trend

Header compression is typically a function applied over a certain transport link. The termination points for the header compression are thus located at the entities handling the data transmission over that specific transport link. This has been the case in GPRS where the packet radio link management and scheduling and GPRS PDCP were both located at SGSN. In UMTS R99 both of these functions were moved closer to the radio interface, to RNC. 

To achieve better system performance for packet data, the packet scheduling function for HSPA was further moved closer to the radio interface in Rel 5, to the UTRAN NodeB. Since in UTRAN the encryption and RRC termination location are tied together, the UTRAN PDCP function remained in the RNC. This functional split required introduction of specific flow control procedures over the Iub interface to keep the PDCP state synchronized between UE and RNC.

To further optimize the HSPA operation RAN WG3 is discussing an evolved HSPA architecture for 3GPP Rel 8, where the UTRAN PDCP function would also be moved to the NodeB and would thus again be collocated with the packet data load control and scheduling function that is already located at the radio interface edge node.

It can be seen that in 3GPP, as in any other wireless system, the trend has been to move the "PDCP" and packet air interface termination functionality closer to the radio interface. This has enabled improved system performance with decreasing network complexity.

The current working assumption in SA2 of locating the SAE PDCP at UPE/SAE GW, is a deviation from the described industry trend. In the current SAE design, the LTE packet radio interface is still optimally terminated in the SAE radio edge node, eNodeB, but the PDCP function over the same packet radio interface is terminated separately from the radio link termination, at core network node UPE/SAE GW. 

2.1.2 Interdependency between Header compression and Link Scheduling

2.1.2.1 Overview

Figure 1 illustrates the basic SAE user plane operation for downlink data.
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Figure 1. SAE downlink user plane operation. 4 UEs. UE1, 2 and 4 have single bearer and UE has 2 bearers. 
Figure 1 shows a downlink data transmission case, where packets are being buffered at eNodeB due to the air interface congestion. Packets are also being buffered at the Router controlling the congested last mile S1 transport link. In the figure yellow, green and light-blue packets are assumed to have a higher priority, while pink and dark-blue packets have lower priority. Due to the congestion, eNodeB has to start dropping pink and dark blue packets.

The location of the PDCP function has an impact to the basic SAE system DL transmission operation illustrated in Figure 1. This impact is discussed in the following subsections.

2.1.2.2 Case 1: PDCP at UPE/SAE-GW:

Dropped packets at eNodeB (in the middle of the PDCP link) may cause the PDCP header compression state to get out of sync. The loss of sync is detected by the UE when it receives an out of synch packet that it can not decompress. To recover from this situation UE has to execute in-band PDCP specific (e.g. ROHC) signaling with the PDCP header compression network termination point located at UPE/SAE-GW.

Before this in-band PDCP reset signaling exchange -  that is transparent to the eNodeB  - is completed, all the packets buffered at eNodeB or within the S1 interface IP transport routers will get transmitted towards the UE, without the UE being able to decompress them. This is waste of the already congested air interface capacity.

The transmission of these, to be anyway wasted, packets (e.g. pink packets in figure 1) may further cause packets to be dropped from some other low priority bearers towards the same or other UE (e.g. the dark blue packets in figure 1). This causes further PDCP processes getting out of synch, further increasing the amount of buffered useless packets at eNodeB. This process is likely to cause a exponentially decreasing throughput over the already congested air link.

This system performance problem is caused by the separated location of PDCP termination and packet scheduling. The problem can naturally be alleviated e.g. by introduction of flow control procedures to the S1-UPE interface. 

1. S1-UPE interface is a point to multipoint interface and thus this flow control towards multiple UPE/SAE GWs  becomes complex, signalling intensive or inefficient

2. Introduction of flow control at S1-UPE reduces the statistical multiplexing that could be achieved by multiplexing of lower priority best effort type of bearer data with the data of high priority bearers. 

3. S1-UPE interface typically spans through the whole SAE network and thus this S1-UPE flow control would make the whole SAE network (within one PLMN) operation to become  synchronized with the air interface scheduling

As a summary, having PDCP at UPE/SAE GW and LTE scheduling and load control at eNodeB causes following issues:

1. The PDCP is likely to lose its sync more often, due to packet dropping at eNodeB. I.e. PDCP resets are needed more often

2. The PDCP reset procedure is likely to take  long time

3. At PDCP reset, the already buffered data at eNodeB is sent over the air and wasted

4. Flow control mechanisms are required to be introduced to S1-UPE to control the eNodeB buffer size, which are otherwise unnecessary, making S1-UPE complex and more expensive
5. To avoid 2., mechanisms to delete buffered packets from eNodeB buffer by UPE/SAE GW may need to be introduced to S1-UPE

6. In sequence delivery / reordering mechanisms for PDCP or for S1 need to be introduced 

The bigger the data rates within the system are the bigger problems these issues will have to the overall system operation.

Based on the above description it is clear that without flow control over S1-UPE, the SAE system may become unstable as soon as either the LTE air interface or S1 interface becomes congested. On the other hand introduction of flow control and other procedures to fix the system operation to cope with the current working assumption about PDCP location creates unnecessary complexity and performance degradation to the SAE system.
Note1: When multiple eNodeBs share common congested S1 links, the system operation become even more complicated. As the case is already complex enough this additional complexity is not addressed in this paper.

Note 2: Similar issues as described above for downlink apply also for the uplink operation. If the PDCP is at UPE/SAE-GW, the PDCP entity can not be aware of any transmission errors over the air. If the PDCP would collocate with the LTE retransmission layer, optimizations based on the knowledge of packet losses would be possible.

2.1.2.3 Case 2: PDCP at eNodeB:
If PDCP is located at eNodeB 

· the dropped packets at S1 interface or at eNodeB scheduler do not need to cause loss of PDCP state synchronization between UE and SAE network;

· PDCP reset procedure becomes faster;

· S1-UPE interface does not require flow control;

· each inter eNodeB handover results into PDCP fresh start causing extra overhead over the air,

In this approach there will be no inter link dependencies in the SAE system.

Round trip time reduction: Locating the header compression function in the network at the E-Node-B reduces the round trip time between the compressor and the decompressor. As a result of this, when there is a context mismatch, fewer packets will be lost. Whenever there is a context mismatch between the compressor and the decompressor, the number of packets dropped is proportional to the delay-bandwidth product. By locating the header compression at the E-Node-B, we reduce the round-trip delay, and hence fewer packets will get dropped, and recovery from context mismatch will be faster.

Link-layer assisted ROHC: IETF has defined a link-layer assisted (LLA) profile for Robust Header Compression [1, 2] that can replace the 1-byte ROHC header [3] (in its higher compression efficiency state for the RTP/UDP/IP profile) with a zero-byte LLA ROHC packet. LLA ROHC can be most efficiently implemented at the node where the HARQ (when there is no ARQ retransmission) and ARQ (when there is ARQ retransmission) layers are terminated so that loss indications can be given to the ROHC layer. Because HARQ will be terminated at the E-Node-B, and the ARQ layer is also terminated at the E-Node-B, the header compression layer should also be at the E-Node-B for best performance, using the LLA-ROHC profile to further reduce the header. Even if LLA-ROHC is not used, link-layer information is still valuable for optimizing the performance of ROHC. For example, if the ROHC layer gets information that many packets are getting dropped over the air, it can take remedial measures to avoid context mismatches. Some possible actions are to start using a larger window size, sending more bits for the sequence number, and moving to a more appropriate mode (Unidirectional/Optimistic/Reliable).  To make use of such link-layer information, it is better for the header compression to be terminated at the E-Node-B.

Based on the above comparison it can be seen that the current working assumption regarding the PDCP location at UPE/SAE GW creates an unnecessary challenge for designing a competitive SAE system.

2.1.3 S1 Capacity savings

It can be claimed that if PDCP is located at UPE/SAE GW, it provides transport capacity savings for the potentially congested S1 interface. However, if a transport link of S1-UPE interface is a true bottleneck, also the mobility tunnel UDP/IP headers need to be compressed over that congested link. This function is not provided by PDCP.

This mobility tunnel UDP/IP header compression requires thus anyway a separate header compression function over the congested S1 link. This separate header compression entity could at the same time handle the compression of both the end to end service and S1 mobility tunnel UDP/IP headers over the congested link without significant increase in the complexity.  

This would further allow having only one compressed IP header to be transported over S1, while separate PDCP and S1 mobility tunnel IP compression would cause two separate compressed single IP headers to be transported over the congested link.

2.1.4 Further considerations

· PDCP function at UPE/SAE GW makes the SAE-GW to contain significant amount of dynamic state machines (encryption and header compression states for each bearer of each UE served by the UPE/SAE GW).  Creating the necessary reliability by redundancy for these dynamic, but centralized, state machines becomes expensive. Not providing the reliability on the other hand creates a vulnerable centralized single point of failure to the SAE system. Recovery from failure of a UPE  or MME  is more complex if compression and encryption state needs to be initialized for all users affected.

· When PDCP is located at UPE/SAE GW the header compression and encryption processes have to be done separately for each QoS class, i.e. have to be bearer specific. This bearer specific operation could still be reused if PDCP was moved to eNodeB. It could however also be possible to consider per UE encryption and usage of common header compression state machine for similar IP flows. This could further simplify the system operation. This topic is further discussed in Tdoc S2-07YYYY.

· Having the PDCP at eNodeB opens possibilities for further system enhancements based on the IP flow awareness at eNodeB and in backhaul. As an example a eNodeB could be able to inspect the higher layer headers and could thus use IP and/or application aware scheduling and packet drop precedence to further optimize the end user experience in case of congested air interface link. This is not possible with the current working assumption about PDCP location.

· If the PDCP is located at UPE/SAE GW, the authentication and key distribution procedure would have to involve 3 network entities (eNodeB, MME and UPE). If PDCP is moved to the eNodeB, the number of elements would be reduced to two, the eNode B (ciphering and the receiving of keys distributed by the MME) and MME (for authentication and key distribution).  

2.2 UMTS versus SAE functional split

2.2.1 Reuse of Common core network

The deployed or to be deployed pre-SAE GGSNs do not have any encryption or header compression capabilities. With the current SAE PDCP working assumption, deployment of SAE system would thus require deployment of new LTE specific SAE-GW (GGSN) capacity. 

As the users migrate from HSPA to LTE, the old GGSN capacity would need to be replaced with the new LTE specific SAE-GW (GGSN) capacity capable of performing the PDCP functions. This would require new hardware investments to the 3GPP core network and the need to create and maintain separate core network capacities for users connected via UTRAN and GERAN and via ERAN.


If the SAE PDCP would be located at eNodeB, it should be possible to reuse the current 3GPP GGSN capacity also for SAE. This is expected to cause cost savings and smoother initial deployment of the LTE-SAE system for the 3GPP operators.

Also, this would allow greater level of compatibility with the direct tunnel solution, if adopted by operators.

2.2.2 Further considerations

· In UMTS/UTRAN the PDCP function is located at the RAN. According to the current working assumption the LTE/SAE PDCP is located at the Core network. This causes inefficient operation and waste of backhaul transport capacity in lossless inter RAT handovers between HSPA and LTE as each inter RAT handover would cause the security termination to be moved from RAN to Core network or vice a versa. This will result into:

· forwarding of already encrypted packets from ERAN back to UPE, 

· decompressing the header and decrypting the packet,

· forwarding the data to UTRAN and 

· again encrypting and compressing the packet.


If the UE switches back to LTE, similar procedure is required.

Another alternative would be to use bi-casting of both encrypted and non-encrypted packets to the same base station site. This however requires additional buffering at UPE (because UPE is not a priori aware that a RAT change will take place) or new signalling to S1 and naturally would consume double resources over S1-UPE during the bi-casting period. 

If the PDCP is located for both systems at RAN, the inter RAT handover can become a RAN internal event from the user plane data handling point of view. 

· If the PDCP location is different for HSPA and LTE, then migration from HSPA to LTE causes the PDCP processing capacity at UTRAN to be removed at the same time as the new LTE PDCP processing capacity is introduced to the core network for SAE. If the functional split would be the same, the same PDCP capacity would be reusable regardless of the migration from HSPA to LTE.  

· If the PDCP location for HSPA and LTE is different, the basic operational principles for the two 3GPP core networks become very different. It is thus unlikely to have any harmonized evolution towards a single 3GPP core network or/and single RAN-CN interface. 

A further threat is that the newly designed SAE system may not achieve the same system performance as the evolving HSPA system and the PDCP location for LTE may have to be changed in future to achieve competitive system operation


2.3. Cost and Complexity
2.3.1 Cost of Secure eNodeB

If the enforcement point is in a centralized location, all traffic – legitimate as well as spurious – reaches the enforcement point.  On the positive side, the data confidentiality for user data is automatically extended beyond the air link. Nevertheless O&M and radio related signaling within SAE network to/from eNodeB would still need to be separately protected, so the requirement for S1 integrity protection and confidentiality solutions remain.

The other alternative is to use a distributed design, i.e., delegate the responsibility of access control enforcement and over the air confidentiality support to eNodeBs. To achieve equivalent functionality to using SAEGW as the enforcement point, eNodeBs can establish node specific security associations with the SAEGW.  These security associations would be far fewer in number compared to the number of security associations on a per-UE basis, and therefore the scalability is no longer an issue at the SAEGW. 

These security association mechanisms could be specified in 3GPP S1 interface specifications between SAE logical nodes eNodeB and UPE. These mechanisms would then provide integrity and confidentiality over the S1 interface and thus there would be no security related requirements to the underlying S1 transport solutions.

The tradeoff here is that the eNodeBs may be deployed in a comparatively less secure location compared to an SAEGW. In other words, physical security of eNodeBs is a concern. However, this threat can be mitigated using device security measures such as the use of tamper resistant storage, processing of security associations including cryptographic keys, and executing encryption and decryption inside a secure domain.

One plausible concern is that adding tamper resistance capability eNodeBs may be expensive.  Fortunately, other market dynamics leading to security requirements on UEs have made capabilities such as tamper resistance quite cheap. Specifically, Digital Rights Management (DRM) and other similar requirements necessitate the inclusion of a so called tamper proof module (TPM) on UEs. Additionally, with adoption of an appropriate key hierarchy, the scope of derived ciphering keys can be limited to confidentiality and integrity protection of individual streams or sessions associated with a single UE. Limiting the scope of derived ciphering keys also limits the scope of attack vulnerabilities, and thus the eNodeB requirements associated with secured key storage. An approach such as this would minimize the impact on eNodeB security requirements to store the type and number of keys required for ciphering and integrity protection.

From the above analysis, we conclude that there is no cause for concern in using eNodeBs as access control enforcement points from a physical security perspective.  

2.3.2 Cost of IP layer and PDCP  processing at eNodeB

According to the current assumptions regarding the location of PDCP, the PDUs flowing between the UE and the UPE are header compressed and encrypted while they are transmitted over corresponding radio and access bearers. This means that the eNodeB simply does data forwarding between the radio and access bearers without having to process the individual PDUs. 

Moving the PDU processing function to the eNodeB means that eNodeB has to process each IP packet to at least apply header compression and encryption.  This may be construed as increasing the complexity of the eNodeB implementation as compared to a bearer based data forwarding switch. We argue, however, that the increase of complexity is minor when compared to the benefits of the approach.

On one hand, by moving the PDCP function to the eNodeB, the processing requirements currently placed at the UPE are distributed to a much larger number of eNodeBs, since each eNodeB has to process but a fraction of the traffic supported by each UPE.

On the other hand, today’s available computing power allows even simple personal computers and small devices such as home gateways, DSL/Cable routers and small home/office routers to handle without difficulty, and at very low cost, multi-megabit per second IP traffic. As an example a leading home/office router manufacturer offers a 4-port gigabit Ethernet router with address translation 
(NAT), firewall and IPSEC VPN functionality with a throughput of 800Mbps at under $130. Also typical consumer WiFi access points products at price range of $30-50 are able to handle advanced encryption for data rates up to 54Mbps.
2.3.3 SA3 analysis of PDCP location

3GPP WG SA3 has already done analysis of PDCP function location at base station site. This analysis was done having the HSPA evolution in mind, but is generally independent of the utilized radio technology by the base station. Following is an extract from the initial SA3 analyses provided to RAN WG3 in the approved SA WG3 LS tdoc S3-060789

"The HSPA UTRAN architecture evolution option with collapsed NodeB and RNC may introduce security threats that are not present in the separate NodeB and RNC architecture option. It is the view of SA3 that the collapsed architecture option could be made secure enough, and the threats can be mitigated by following specific requirements which include implementation of the security functionality in the NodeB. These requirements follow the principles of physical security or platform security or a combination of both. Platform security includes secure (tamper resistant) storage/management of security context (e.g. keys), and deciphering/ciphering executed inside a secure domain. Please refer to the attached document for more information (S3-060654).

While SA3 believes that the collapsed architecture option could be made secure enough, the need to enhance the security of the NodeB in situations where the NodeB is deployed in an untrusted environment will incur an additional cost. At this stage SA3 believes that platform security technology, similar to that which is currently designed for mobile phones and other consumer devices, would provide an adequate level of security. We therefore believe that the cost impact on the NodeB hardware should not be prohibitive...."

2.3.4 Further Considerations

As mentioned earlier the reuse of current GGSN capacity for users accessing through E-UTRAN is considered to save operator costs by reducing the need to invest to new SAE/LTE specific Gateway capacity and by removing the need to having two differently operating core networks for the 3GPP access systems. 

2.4. SAE Specification Schedule 

It can be seen that challenging existing working assumption that has been achieved long time ago is bound to delay the specification completion of SAE. However, we believe that moving the SAE PDCP location from UPE/SAE-GW to eNodeB would simplify the specification effort for SAE as many of the current design challenges are actually caused by the current working assumption regarding PDCP location. 

The functional split between SAE nodes as well as between 3GPP working groups specifying the interfaces in between the nodes would become cleaner and thus it is assumed that especially the required stage 3 specification work would become smoother. 

Changing the current working assumption about PDCP location is thus believed to enable faster specification process for the initial LTE/SAE system. So, while this change in working assumption may initially perceived as slowing the progress of work, it will actually result to be beneficial in the long term as it will resolve many issues that would otherwise have to be resolved (migration, complexity of handover and restart procedures etc.).
2.5. SAE Deployment Schedule 

Having the PDCP at UPE/SAEGW makes the S1 interface unnecessarily complex. This is bound to increase the required eNodeB and UPE/SAEGW development effort to achieve truly interoperable S1 interface. 

On the other hand moving the PDCP to eNodeB would create clean functional split over S1 interface. This facilitates easy multi-vendor operation between eNodeB and UPE/SAEGW. Also the interoperability tests would become simpler.

Moving the PDCP location from UPE/SAE GW to eNodeB enables much greater reuse of the deployed UMTS GGSN and SGSN capacity for the LTE/SAE core network and thus the deployment effort for the LTE/SAE deployment is expected to be reduced

Changing the current working assumption about PDCP location is thus believed to overall enable faster initial deployment of LTE/SAE systems.
3 Conclusions

This document has discussed the impacts of the PDCP location to the overall SAE performance, complexity and cost.  It is concluded that: 

· Having different RAN-CN functional split between HSPA/UMTS and LTE/SAE disables reuse of the current 3GPP core network capacity for initial LTE deployments. Also the future 3GPP system evolution towards a harmonized single 3GPP system with multiple radio interfaces is made difficult

· Having encryption functions for RRC, NAS and UP in 3 different logical entities is not the most efficient allocation of functions for the handling of Handovers and restart of failed centralized nodes.

· Centralized location has a negative impact to the Overall SAE System Performance and complexity  

· There should be no significant negative impacts to the eNodeB cost and complexity if the working assumption about centralized PDPC location is changed. It is also expected that the  overall SAE system cost and complexity would rather be decreased than increased

· The impact to the SAE specification schedule if the working assumption about centralized location is changed is likely to be positive rather than negative

· The impacts to the initial LTE/SAE deployment schedule if the working assumption about centralized location is changed is likely to be positive rather than negative

· Migration towards LTE is easier 

· Mixed deployments of HSPA, HSPA+ and LTE may be handled more efficiently
· In addition to the above arguments, centralized location of PDCP may mandate extra overhead and complex UE implementation that could be avoided if LTE RLC and encryption termination points would co-locate in single node and thus would enable encryption of RLC-PDUs rather than PDCP PDUs.  This topic is however outside of the scope of this contribution.
4 Proposal

It is proposed that the current working assumption of SAE encryption and header compression  termination point is replaced by a working assumption that these functions are located at ERAN eNodeB. 
It is proposed to send a LS to SA3 to confirm the feasibility of the proposed working assumption from security point of view.

It is proposed to make changes to the TR 23.882 as illustrated in the below Annex:
ANNEX: Proposed Text to 3GPP TR 23.882

******************************* Begin Proposed Text Change  ****************************

7.4
Radio Access Network – Core Network Functional Split

This clause describes the allocation of functions to either the RAN or the CN.

Table 1: RAN-CN functional split

	Location:

High-level Function:
	EnodeB
	Above EnodeB
	Comments

	Radio resource management
	X
	
	

	Policy Decision
	
	X
	

	Admission/commitment of requested or downgrade to available radio resources
	X
	
	Includes appropriate RAN capabilities and RAN transport resources

	Admission/commitment of network resources
	
	X
	Transport network resources outside RAN

	Authorisation of QoS based on subscription/service
	
	X
	

	Uplink packet Classification
	
	
	Done by UE.

	Uplink packet re-classification based on operator administered subscriber policies
	
	X
	

	Uplink packet re-classification based on subscription independent serving operator policies for the transport
	X
	
	If needed and visible. E.g. Mapped from radio bearer. 

	Uplink QoS policy enforcement of negotiated QoS 
	X
	
	E.g. by scheduling. (does not include packet marking, QoS Authorisation).

	Downlink packet classification
	
	X
	Does not include radio QoS (by definition done in RAN).

	Downlink QoS policy enforcement of negotiated QoS 
	
	X
	

	Attach, Subscriber & Key Management, Authentication and Authorisation
	
	X
	

	Location management, Paging, Intra-radio access mobility in LTE_IDLE
	
	
	

	-
Indicate cell information (PLMN-ID, tracking area-ID, radio parameters) to UE for cell/PLMN selection in LTE_IDLE
	X
	
	It is FFS if the PLMN-ID should be subdivided. 

	-
Accept/deny UE's location (tracking area) in LTE_IDLE
	
	X
	In the case of MOCN shared network configuration, each CN operator must be able to configure its own roaming agreements.

	-
Store UE's location (tracking area) in LTE_IDLE
	
	X
	For paging inactive Ues and for recovery

	-
Initiation (trigger) of Paging of LTE_iDLE Ues within tracking area
	
	X
	

	-
Local Storage of subscriber information about allowed PLMNs and location restrictions within PLMN 
	
	X
	To decide on tracking areas allowed for UE/user

	Radio channel coding
	X
	
	

	Integrity protection terminating in UE 
	
	
	

	-
For user plane data
	-
	-
	As yet, not required to be provided by the "access system".

	-
For CN signalling
	
	X
	

	-
For RAN signalling
	FFS
	
	Same as the location of the RAN signalling termination.

	Ciphering terminating in UE
	
	
	

	-
For user plane data
	X
	
	

	-
For CN signalling
	
	X
	

	-
For RAN signalling
	If needed
	
	The requirements for RAN signalling encryption need to be clarified.

	IP Header compression between UE and network
	X
	
	It is agreed that, within the network, IP Header Compression is performed in between the User Plane Encryption functionality and the Flow Based Charging functionality.

	Intra-radio access mobility in LTE_ACTIVE
	
	
	

	-
Determine allowed tracking areas and PLMNs for handover in LTE_ACTIVE
	
	X
	Derived from subscription and provided to RAN. 


************************** End Proposed Text Change *************************************
************************* Next Proposed Text Change  ****************************

7.11.2.1
Allocation of evolved packet core functions to UPE, MME and Inter-AS Anchor

The below non-exhaustive lists present the allocation of evolved packet core functions to logical entities, for the purposes of comparing the grouping alternatives. This does not preclude solution alternatives that co-locate one or more of the logical entities. Depending on the deployment and roaming scenarios, some of these functions might be optional.

The UPE consists of the following functions:

-
Packet routing and forwarding: For intra-UPE handovers without MME change, the control for eNB to UPE tunnel movement occurs directly between the eNB and UPE without passing through the MME;
-
Depending on solution: allocation of a local IP address from the UPE address space for use by mobility mechanisms;
-
FFS: Policy and Charging Enforcement Function (PCEF) based on TS 23.203 for roaming scenarios;
-
Depending on solution: Policy and Charging Enforcement Function (PCEF) based on TS 23.203 for route optimisation scenarios;
-
Depending on solution: Collection of Charging Information for online or offline charging systems for roaming with home routed traffic. The UPE generates CDRs and delivers CDRs to charging systems without passing MME;
-
Depending on solution: Collection of Charging Information for online or offline charging systems when route optimisation is applied. The UPE generates CDRs and delivers CDRs to charging systems without passing MME;


-
Depending on solution: Lawful interception of user plane traffic. LI data are delivered without passing MME; LI control on UPE is independent from MME;
************************** End Proposed Text Change *************************************
************************* Next Proposed Text Change  ****************************

7.10.2.1
Working Assumptions

When the UE operates using multiple PDNs there will be only one UPE in the evolved packet core per UE that initiates paging.

Regarding the proposed solution alternatives, the following concerns should be considered due to the working assumption above;

· Under the assumption above the user plane data for Ues connected to multiple PDNs may for some PDNs be routed via two user plane nodes in the evolved packet core network as opposed to one node in the single PDN case.

· Depending on migration, deployment scenarios and performance there may be a need to perform functions like charging, policing etc. in the nodes terminating the Gi interface.

· For proposed solutions relying on MIP4 (RFC 3344) and MIP6 (RFC 3775) on the S5/S8 reference points this working assumption implies that the UPE shall support both Ipv4 and Ipv6. This is not needed if dual-stack MIPv6 is used. 

· The UPE will be selected when the UE connects to the first PDN (i.e. at Attach). The UPE may be optimised for that PDN (e.g. it may be combined with a IASA, and be a complex node that supports Flow Based Charging, content control, etc, for services such as MMS/IMS). If a second PDN connection is needed for access to, for example, a corporate customer using end-to-end encryption and high-volume traffic, the same node has to be reused, while in a multiple UPE scenario, a different and less complex UPE and IASA could be used for this second PDN connection.

· The use of a single UPE per UE may cause the UPE to be moved physically closer to the radio interface than current GGSNs. The impact of this on operators is unclear. This should be considered as part of the migration discussion.

The assumption and the detailed functional allocation between the different user plane nodes will be further elaborated with the addition of more use cases for multiple PDNs. 

************************** End Proposed Text Change *************************************
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