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Abstract of the contribution:

This contribution provides some comments on contribution ‎[3], proposing to changing the year old working assumption on terminating header compression and ciphering in a node away from the eNode B in SAE / LTE.

1.  
Introduction
Since introduction of PS services in 3GPP there has been a working assumption to make a standard that allows the operator to terminate the access security in a node above the base station. This has great benefits since it makes it possible to re-use the strong radio interface security of 3GPP systems also in the transport network, in particular in the sensitive last mile transport and base station sites. Indeed, moving ciphering “up” from the base station is considered one of the most important security enhancements of UMTS compared to GSM CS (see e.g. TS33.120, §4.2).
In the contribution ‎[3] several arguments are listed, claiming technical benefits with locating header compression in the eNode B. This contribution addresses these arguments and argues that many of them are incorrect; possible stemming from misunderstandings of the SAE/LTE architecture or from commonly made mistakes related to header compression.

Further this contribution again highlights some of the concerns with terminating of end user security in the eNode B.
2. 
Placement and performance of header compression

2.1
Overview of robust header compression

It is the current working assumption in 3GPP that RoHC header compression algorithm will be supported in LTE. RoHC ‎[1] is a framework that defines a channel over which different and flexible robust header compression algorithms, also called profiles, can be used to compress headers of IP packets (e.g. RTP, UDP, TCP) down to only a few bytes.

Header compression removes redundancies between packets belonging to the same IP flow; this is achieved by establishing one context for each IP flow being compressed, whereas a flow can be characterized by the tuple represented by the IP source/destination addresses, the transport layer source/destination ports, and the protocol stack being compressed. In other words, the loss of context synchronization for one IP flow does not have any impact on the synchronization state of the compression of other IP flows between the compressor and de-compressor pair (i.e. one PDCP instance).

The latest version of these profiles, called RoHCv2 ‎[2], can also provide a flexible level of robustness against packet losses and re-ordering. More specifically, RoHCv2 profiles are robust to consecutive packet losses (up to 15 consecutive packets for the smallest header type), while in addition the probability that a RoHCv2 context gets out-of-synchronization due to reordering is made negligible as part of the design of the profiles themselves. With respect to RoHCv2 profiles, mechanisms for in-sequence delivery for PDCP or for S1 are not necessary.

2.2
Performance of RoHC during packet losses

In ‎[3] concern is raised that the end user performance in congested situation would be hampered by events that would lead to a loss of context in the RoHC de-compressor, in particular if RoHC is supported in the UPE / SAE GW. Although the sourcing companies values any technical discussion on the RoHC performance it is our opinion that these concerns are vastly exaggerated, and that the current RoHC algorithms will be able to support the scenarios described with minimum overhead.
Example VoIP:

In general VoIP could be considered as a guaranteed bitrates or non-elastic service, with fairly low latency requirements. As such an ideal network should avoid dropping VoIP packets due congestion, however even if packets are dropped the amount of packets that would be discarded should be quite few (e.g. less than 10 ~ 200 ms) since the buffers for these services are quite small and service degradation should be avoided. As the synchronization of a context is a property that is maintained per IP flow, a typical RoHC implementation is expected to not be impacted by the loss of up to 15 consecutive packets (300ms) for the smallest compressed header type. If larger robustness is desired this can easily be supported in the implementation with low extra overhead. An out of synch event will only happen when there are significant disturbances of the end user service, and in those cases the extra disturbance caused by the time RoHC is out of synch would most likely not be noticed. This is because the time it typically takes for RoHC to recover its context is upper bounded to one round-trip time, and this is significantly smaller than the 300ms disturbance it takes to force RoHC to trigger its recovery mechanisms.

Example TCP:

TCP can be considered an elastic service, which adapts its sending rate to congestion events and performs retransmissions when packet losses occur. Packet losses have negative impacts on the TCP send rate. RoHC compression of TCP packets is expected to be robust to up to 11 consecutive losses for the smallest header type. For large TCP packets which are most common, the RoHC overhead is less important, and therefore the number of TCP packets being dropped under congestion is less. If more than 11 packets are dropped for the same TCP flow, the negative impacts of a loss of context synchronization to the TCP behaviour is expected to have little significance compared to TCP’s response to such a loss event. 

In addition, it is mentioned that packets buffered at the eNB or within the S1 interface will waste air interface capacity, when the RoHC context looses synchronization, and that these packets would contribute to further packet drops, and so on. It is clarified here that header compression context synchronization is per IP flow, not for the entire PDCP at once, which means that loss of compression context does not depend on the amount of packets buffered in the PDCP that are being dropped, but rather on the amount of packets that belong to the same IP flow that are dropped (in other words, it depends on the send rate of the IP application, not on the data rate that can be achieved by the system).

In summary, Loss of context synchronization is thus not expected to occur more often from its placement in the UPE/SAE-GW than if it is placed in the eNB. This is because the concerns listed in ‎[3] with respect to performance of RoHC do not represent a realistic scenario, as the arguments provided are based on a number of packet losses that is larger than what the IP application (e.g. VoIP) can itself tolerate, or is so large that other negative impacts will be more troublesome to the application (e.g. TCP). In addition, because context synchronization is a concept that is per IP flow, it is clarified that the number of losses in the PDCP is distributed over multiple compressed flows; for example in the most common case, assuming 2 RTP flows of equal rate and 4 TCP flows also of equal rate, it can be expected that a typical RoHC implementation will maintain context synchronization for a total amount of consecutive packets dropped of up to around 2*15 + 4*11 = 74 packets for the same PDCP/user.

2.3
Impact of header compression termination
Header compression and ciphering in SAE / LTE is not related to the buffering, scheduling etc. of the LTE radio interface. The PDCP layer just processes the packets as it sees them and then forwards them to the next entity. The PDCP layer performs some limited peer-to-peer signalling e.g. in case of an out of synch event; however peer-to-peer latency should not have any significant impact on the overall performance (see 2.2).

Placing the header compression and ciphering in the eNode B would however affect the performance in a negative way. The header compression would need to be re-started for every flow at every cell change (relocating RoHC is very complex, it is even unclear if it is possible to specify in a vendor interoperable manner) leading to extra overhead on the radio interface. In addition full headers will be sent over the S1 interface; leading to additional transport overhead. 
2.4
Comments on RoHC aspects discussed in [3]
It can be suspected that some claims in [3] depend on a misunderstanding if the link layer functionality. It is important to clearly differ between header compression/ciphering and other link layer functions like ARQ.
Current termination of header compression (Background): 

In GPRS it was placed in the SGSN, in UTRAN it was placed in the RNC. In both of these cases the header compression is placed in a node which is rarely changed and is normally placed above the “last mile” transport. This reduces the header compression overhead due to restarts and in addition reduced the overhead in the transport network.

HSPA evolution (Background):

In HSPA evolution, a number of different architectures are being evaluated. In these architectures various parts of the RNC functionality including header compression is proposed to be moved down to the Node B. Note also that there is a working assumption that HSPA evolution will be supported also using the existing UTRAN architecture, so header compression will regardless of the architecture be implemented in a separate layer.
Comparison with UTRAN:

The motivation why there is a need in the current UTRAN architecture to support flow control on Iub is related to the mobility solution and the termination of the outer ARQ protocol in the RNC and not related to the location of PDCP as implied in ‎[3]. 

UTRAN supports loss-less mobility by keeping the packet buffers in the RNC and use a re-transmission (ARQ) protocol between the UE and RNC to support loss-less mobility. In such a solution it could be desirable to limit the amount of data in the Node B, since the data will be flushed when the UE moves to a new cell.

The loss-less solution in LTE is completely different. The outer ARQ functionality is terminated in the eNode B and packet forwarding is used between the eNode B.

There is no reason to introduce flow control in order to support header compression in the UPE/SAE-GW as indicated in ‎[3], the out of synch event described is simply not an issue, especially not for low priority elastic flows which seem to be the key scenario described in ‎[3].

Other comments:

In ‎[3] it is acknowledged that a central RoHC placement has less overhead on S1, but it is stated that this can be mitigated by a “double header compression mechanism” in the transport network. It can be questioned if this is really a realistic scenario, the transport network compression need to be on router to router basis; however it is unrealistic to assume that routers would be able to compress / de-compress the end user packets in an IP tunnel, so it would be required to have a separate compression between the UPE and eNode B. It is also noted here that there is to our knowledge no standardized solution today that allows header compression of the IP headers of the end-to-end service at the same time as it compresses the mobility tunnel UDP/IP headers.

In ‎[3] it is stated that header compression context creates additional costs to support UPE redundancy. The motivation for this is a bit unclear however; it seems related to the fact that the header compression machines needs to be restarted after an UPE failure. Here it should be noted that UPE restart is a very rare and highly undesirable event for the network, and the fact that the header compression context also needs to be restarted would be an insignificant extra burden in that case. Keep also in mind that an eNode B placement would require a header compression restart at every cell change which should be infinitely more frequent than an UPE re-start.

Header compression is always performed on each IP flow individually (indicated by a flow ID). The potential benefits with a “common header compression state machine for similar IP flows“ as indicated in ‎[3], are unclear.
In ‎[3] it is stated that an eNode B implementation would make it possible to support link layer assisted RoHC (LLA-RoHC). Although the details is out of the scope of this paper it should be noted that support of the RoHC LLA profile has specific requirements: it is only applicable to IPv4 with the UDP checksum disabled, it requires detection of packet losses per compressed IP flow and absolute in-order delivery to recover the proper sequencing, and it requires means to identify the special 0-byte header. It is applicable mainly to legacy dedicated circuit-oriented synchronized links. In this respect, this profile is not applicable to SAE/LTE bearers, because the e.g. PDCP overhead needed to make this profile applicable in SAE/LTE would remove any potential gain from this profile. In any case, the placement of the header compression functionality makes no difference as a general problem in both cases however is that there needs to be a one to one mapping between the IP flow and the SAE / LTE bearer in order for the lower layer to be able to tell the higher layer that a packet loss has occurred for a specific IP flow. It would be desirably to avoid this type of restrictions in LTE and also this speaks against the usage of LLA-RoHC. 
2.5.
Conclusion

Terminating RoHC in the eNode B will most likely lead to extra radio interface and transport network overhead compared to a more central location. Terminating RoHC in central node will lead to fewer restarts of the header compression (less overhead) and is also beneficial for transport network overhead since the end user IP packets is compressed also over S1. The issues with out of synch RoHC context when it is terminated in a central load are exaggerated in ‎[3], and can easily be solved with minimum or no extra overhead.

3. 
Placement and performance of ciphering
3.1 
Security considerations
There is a strong consensus in 3GPP that security of SAE/LTE shall be at least as high as that of 3G. The main problem in terminating UP ciphering in the base station is that it introduces a threat that is not present in today’s UMTS networks. It may be possible to provide a security level which is close to that of UMTS, but it is clear that it implies additional cost and complexity. The minimal requirement is that a mandatory to support “second-hop” ciphering is added between the eNode B and some node in a “protected” location, e.g. in the CN. We foresee that the main implications come from key management point of view, some of these key management aspects are elaborated below. 

Each eNode B needs to handle keys for UP ciphering. These keys must, if a security level anywhere near that of UMTS is to be obtained, be stored in protected hardware in the eNode B. If a security level approaching that of UMTS is desired, it is likely that the entire security processing must be done in “tamper-resistant” hardware. Moreover, to transfer UP ciphering keys from the CN (MME) to the eNode B also implies a strong protection of the eNode B-CN signalling links. While such protection may be needed anyway, the protection level is more critical as the whole UP security becomes dependent on it. The same considerations apply for user context (key) transfer on the inter-eNodeB links, and are probably even more critical from cost / scalability point of view.
A problem of special importance is that it appears that eNode B deployments where an inexpensive eNode B would be of high importance (e.g. “pico base station” scenarios) are precisely those deployments where the threat of eNode B-capture is most likely to occur, implying the strongest security requirements on the eNode B implementation. 

3.2 
Comparison to HSPA evolution
It is correct that in HSPA evolution there are architecture options being considered where the end user ciphering is moved down to the eNode B. An important aspect however is that the HSPA evolution architecture would still allow a separate implementation with security in a central location making it possible for the operator to choose what level of security to apply (basically making it a deployment or implementation issue). The proposal in ‎[3] would not allow such an option; the security level of LTE would be lower than 3G.

Another important aspect motivating some of the architectures considered for HSPA evolution is the need to implement the architecture changes in a backward compatible manner (e.g. smooth protocol stack evolution, supporting legacy terminals). This makes it difficult to break out the ciphering from the rest of the RNC functionality in HSPA, in LTE this is however trivial since there is no legacy to consider. From the ongoing work on inter-RAT mobility in SA2 it is clear that it would still be possible to support good inter-working between HSPA and LTE.
3.3 
Performance and Costs
Similarly to the header compression, the ciphering algorithm must re-start at eNodeB change and run the key set-up procedure.
Although the actual HW processing of ciphering and header compression might be small in future networks it is still reasonable to assume that an eNode B placement would in total require significantly more processing HW in the network than a centralized solution (e.g. 10 times), due to the trunking efficiency achievable with centralized nodes: each eNode B would need to be equipped with HW capable of handling peak load. This efficiency gain was one of the reasons for moving the trans-coding functionality to the CN in UMTS (compared to GSM)
Having a centralized location would also make it easier to introduce newer more advanced security algorithms in the future. It might be unfeasible to upgrade all eNode Bs (e.g. pico base stations) in the future.
3.3 
Conclusion

We believe it is unwise to step back from the security enhancements that were introduced in 3G networks. The decision to not terminate UP security in the base station is one of the more important of these enhancements. The current work-in-progress to review the GERAN access security (TR33.801) reconfirms that termination of security in the base station is one of the most serious threats to security.
4.
Summary

This contribution addresses the technical and security aspects of moving header compression and ciphering to the eNode B in SAE / LTE with the purpose of correcting some erroneous statements in [3]. It is concluded that there are no technical benefits motivating a change of the current working assumption; rather there are some serious security concerns with such an approach. 
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