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Abstract: This contribution discusses the concept of MME and UPE pools, and how they should be organized. The document also proposes few guidelines for SA2 to agree and document in appropriate TR and/or TS.

1. Introduction
The concept of pooling has been used in 3GPP systems to allow for distribution of resources, and dynamic or semi-dynamic allocation of them. The concept is best known from the SGSN pools utilized with the Iu-flex concept. The need for a similar concept has been recognized in the SAE architecture development, in particular for the MME and UPE, together or separately. In these discussions the principles for pooling have been touched, but final agreements have not been reached in all necessary areas.

This document discusses the pooling concepts and proposes that no mandatory specification is written for MME and UPE pooling arrangements, but instead it is enough to concentrate on few guidelines for how to deploy MME and UPE pooling.

The items discussed in this contribution could be applied to MME and UPE together or separately. The relation of MME and UPE pools is discussed in Nokia contribution S2-070336.
2. Discussion

2.1 Purpose of pooling and general definitions
Resource pooling is used for distribution of network resources. The distribution serves the purpose of distribution of load in the system, and distribution of users to appropriate nodes for other reasons, e.g. in network sharing configuration.
Pooling means that the functionality of a single logical node in the architecture is provided by many separate physical nodes. This requires that additional functionality is specified for:

1. Selecting the appropriate pool, both initially and further during mobility
2. Selecting the appropriate node within the pool, both initially and further during mobility

3. Distributing and storing the identity of the selected node, and using it or its derivative for addressing in further communication
The need of these functions must be considered separately for each interface around the pooled resource, and specified when pooling of nodes differs from single node operation.

The concept of the pool is only important for the selection phase, where it represents the set of available nodes where the selection is made from, but after that, the operation is always based on the explicit identity of the selected node. Therefore it is no needed to include in the standards a definition of a pool area Id, since it is not used in any protocols. Only the node Id is used for that purpose.
The specification of the selection and addressing functions may depend on the principles on how the pools are configured, such as:

· Whether the pools have hard borders in the sense that no connectivity between nodes associated with different pools are available

· Whether the pools are overlapping, e.g. so that some nodes at a border area belong to all of the bordering pools
This analysis is necessary to understand when and how the pool change needs to take place. When considering how the pools relate to each other from this aspect point of view, the relevant part to understand is how the areas served by the different pools relate to each other (concept known as “pool area” or “pool service area” in Iu-flex). For short, this contribution uses the term “pool” to cover both the nodes in the pool and the area served by the pool.

In particular this also means that the alternative of pooled nodes belonging to many pools is left out of consideration, because it would complicate the pool and node selection without evident benefit. This is the first case shown in Figure 2.1 in the following section. The simple principle that remains is that whenever pool change is performed, also change of the pool node is done.
Furthermore, the appropriate operation of the function selection of the node within the pool may require interfacing other network elements for e.g. gathering load information, or alternatively the operation may be completely node internal, and the configuration or algorithms can be left for implementation. This would represent optimization to the overall functionality, and is left out of the discussion in this contribution. Also details related to the addressing function possibly needing to contact other nodes for making address enquiry or translation are left out. A good reference of how to handle these functions would be the Iu-flex operation specified for the existing 3GPP systems.
2.2 MME and UPE pool configuration principles
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Figure 2.1 Pooling alternatives
When considering the MME and UPE pooling, the interesting interfaces are the S1 from eNB to MME and UPE, and the S11 between MME and UPE. Another interface to consider is the X2 interface between eNBs. When planning the pool configuration principles, the first question to address is the connectivity limitations in these interfaces.

The interfaces above MME and UPE in the network hierarchy are not affected by the pooling because it can be assumed that the communication always starts from the pooled nodes, and the explicit node Id can be included as a reference. Furthermore it can be assumed that the selection of MME or UPE is never performed by the logical nodes above them in the hierarchy.
It is assumed that the change of MME and/or UPE pool would in practice happen with one of the normal mobility procedures that cause MME and/or UPE to change, and there is no need to specify additional mobility procedures for pool change purpose. The relevant mobility procedures could be either handover (HO) in LTE_ACTIVE mode, or it could be e.g. Tracking Area update in LTE_IDLE mode.

2.2.1 Solution for the ideal connectivity case, soft bordered pools

The ideal situation for SAE/ LTE systems with would be that no connection limitations need to be assumed in S1, X2 and S11. This could be backed up by the fact that the operation will anyway require an IP backbone, and allowing full mesh connectivity is possible by configuration. This thinking was reflected in the earlier RAN3 agreement, where they decided to specify LTE_ACTIVE mode inter-eNB HO only for the case where X2 interface is available. The mobility across a border without X2 connectivity would have required moving back to LTE_IDLE state, where MME and UPE changes could have been performed easier.
Pools in the full mesh connectivity case could have completely soft borders, or pools need not be configured at all. If pools are configured, the MME and UPE pools would represent the set of most optimum nodes considering the location of the serving eNB. When UE moves further out of the optimum area, changing MME and/or UPE could be performed. This would not be time critical though, and it could be done at the next suitable occasion, e.g. during LTE_IDLE state.
The nodes responsible for triggering the pool change would need to run an algorithm to make the decision. The decision could simply be based on how optimum the current configuration is compared to other available alternatives. The ping pong effect between pools can be avoided by designing the algorithm carefully. There does not seem to be a need to utilize information from other nodes, i.e. decision could be node internal.
2.2.2 Solution for connectivity limited case, hard bordered pools

When discussing the need for MME/UPE level mobility procedures, SA2 has already agreed (and communicated the agreement to RAN3) that there will be cases where X2 between eNBs is not available inter MME/UPE mobility in LTE_ACTIVE mode is expected. This further indicates that the target eNB also does not have S1 connectivity to the MME/UPE serving the source eNB. In particular, the inter-PLMN mobility and the mobility case for changing pools were mentioned as examples.
Need to change the MME and UPE would not dictate the change of MME and UPE pool, but such a place in the network represents a natural location for the pool boundary. Unless SA2 is willing to lift the assumption of the connectivity limitations, it is proposed that these boundaries are utilized for setting the pool boundaries whenever possible. The decision to change the pool then simply follows the fact that the current pool will become unavailable during mobility, and no additional logic or guidance from other nodes will be needed for the pool change purpose.
Assuming SA2 will not change the decision on connectivity restrictions, this has answered the question of whether pool areas may have hard boundaries: They may, and based on the ongoing MME and UPE HO work, the procedures needed to crossing a hard pool border will be in place. 
2.2.3 Solution for limiting pool change signaling, overlapping hard bordered pools

The second principle to consider is the need for overlapping pools. It would be applicable to network areas where connectivity limitations do not exist, or connectivity can be extended enough to create some overlapping area. It is questionable whether this case would be valid for the inter-PLMN HO case, since it is natural that all resource usage is changed at once, to keep the responsibility split clear.

The benefit of overlapping would be that there would not be a border in the system where each UE crossing would cause pool change signaling. The change could happen in different places for UEs traveling the opposite directions, or even smoothly within the overlap area. In the overlap area, all eNBs are connected to both of the bordering MME and/or UPE pools, thus full mesh connectivity is available in that area.
The overlapping hard bordered pools would require combining the functionality of hard and soft bordered pools. The decision logic for pool change would be combination as well. The change would need to take place at latest at the back border of the overlap area due to connectivity limitation, like in the hard bordered pool case. Within the overlap area, the triggering logic could be similar to soft bordered pools. As described above, neither case requires that information is received from other nodes to make the pool change decision.
3. Conclusions and proposals

The pooling concept requires that the nodes in the pools will have explicit node Ids, and they are included in the relevant protocols so that selected nodes can later be identified and addressed. This functionality specification could be adapted from the existing Iu-flex specifications.

The analysis presented above shows that pools configured following any of the alternative principles described here will not require that the pools would need to be identifiable in the protocols. This is the case both from the node addressing and the pool selection point of view. The logic would be internal to the nodes making the decisions, and performing the operations. This means that the pools (or more precisely the area served by the pools) can be overlapping, or not overlapping, without implication to the interface specifications or their compliance requirements. Consequently, it seems that there is no mandatory need to agree and specify in the standards how the pools are arranged.
The pools could be organized in any way that best suits the need. If it is decided that some recommendations need to be specified on how the pools are to be arranged, then this guidance could be to simply mention that pools can be overlapping, but the pool change algorithms should consider ping-pong effect in pool change, and minimize it as much as possible.
It is proposed that SA2 agrees to the principles summarized below, and documents them in the appropriate way:

MME and UPE pooling principles:

· To allow pooling of resources, it will be necessary to specify an adequately unique Id for the nodes in the pools. This Id is used in protocols so that it can be used for addressing the node when needed.

· There is no need to include pool Id in the standard definition, since it is not used in any of the protocols.
· As long as the protocols include functionality to change the pooled nodes, it will not be required for the standard to include mandatory definition on how the pools are to be arranged. If overlapping pools are used, then ping-pong effect in pool change should be minimized.






