SA WG2 Temporary Document

Page 3
-


3GPP TSG SA WG2 Architecture — S2#56
S2-070306
15 - 19 January 2007

Florence, Italy

Source:
NEC
Title:
Support for multiple (MME/)UPE Pools
Document for:
Approval / Discussion
Agenda Item:
8.3.a/b
Work Item / Release:
SAE / R8

Abstract of the contribution:
This contribution analyses whether the evolved system architecture should support multiple (MME/)UPE Pools or not. The analysis concludes that it would be very restrictive if the evolved system architecture does not support multiple (MME/)UPEs, since for large PLMNs the limitation to support only a single (MME/)UPE Pool would result in significant configuration or management overhead.

1. Introduction 

Utilising connectivity of an IP network, connectivity between an eNodeB and all MME/UPEs should be possible in principle, however, it is expected, that S1 connectivity may be regionally restricted, e.g. due to security reasons or due to other network operational reason. Consequently, there may be cases where not all MME/UPEs are interconnected to all eNodeBs within a PLMN.

In order to overcome with regionally restricted S1 connectivity the concept of pool areas is proposed to be introduced in a similar way than for Iu-flex in the baseline architecture.

This contribution analyses the impacts of limiting the number of (MME/)UPE Pools Areas to a single Pool Area.

Note that this contribution still refers to the Pool Areas as (MME/)UPE Pools Areas as the split of MME/UPE has not yet been agreed in SA2. However, the discussion herein is completely orthogonal to the discussion of MME/UPE split – the discussion here solely focuses on the analysis of single vs. multiple pool areas.

2. Implications of S1-flex Concept
(MME/)UPEs of a pool must be able to serve all eNB of the Pool Area. 

For the configuration, this implies that all (MME/)UPEs and eNBs must be appropriately configured. I.e. for each possible S1 interface between a (MME/)UPE and eNB, some configuration must be carried out in both end points. For each configuration, some memory resources are required.

Furthermore, depending on the protocol(s) used on the S1 interface, it could also that the end points maintain an active session (possibly even with periodic data exchange – e.g. in case of SCTP) for each S1 interface. This implies that every (MME/)UPE in the pool may potentially need to maintain an active session with all the eNBs in the pool area.

3. Implications of Full S1-flex 

Full S1-flex implies that the whole PLMN is served by a single (MME/)UPE Pool.
For the configuration, this implies that all (MME/)UPEs and all eNBs of the PLMN must be pair wise configured. I.e. for each pair of (MME/)UPE and eNB, some configuration must be carried out in both end points. In other words, all (MME/)UPEs in the PLMN must be aware of all eNBs and maintain some configuration state. Considering that there will be in many cases several tens-of-thousands of eNBs per PLMN, configuration of all the (MME/)UPEs and eNBS will be a major headache. 

Furthermore, depending on the protocol(s) used on the S1 interface, it could also that the end points maintain an active session (possibly even with periodic data exchange – e.g. in case of SCTP) for each S1 interface. The fact that in case of a single (MME/)UPE Pool, every (MME/)UPE must be able serve any eNB in the PLMN implies that (MME/)UPEs may have to maintain active sessions with many totally arbitrary eNBs.

The first part of the following Figure (“Single Pool”) provides an analysis of the implications for configuration – both for the complexity and the amount of configuration state that is needed – if only a single (MME/)UPE pool would be allowed. The results show that the total number of S1 configurations that need to be done and for which state must be available is: T = N x M. For example, a PLMN with 40.000 eNBs ad 200 (MME/)UPEs would require 8.000.000 S1 configurations.
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The second part (“Multiple Pools”) analyses the impact for the S1 configurations as the PLMN is divided into multiple pool areas. The results show that that the total number of S1 configurations decreases “inverse proportional” with the number of pools.
Note that these calculations assume the each Pool Area is of equal size (i.e. they have the same number of eNBs and MME/UPEs).

4. Advantage of Multiple Pools

As illustrated above, allowing an operator to manage a PLMN based on multiple pool areas has the great advantage that S1 configuration can be limited to only a part of the PLMN – rather than the whole PLMN. This reduces the cost in terms of management and configuration state that needs to be maintained by (MME/)UPEs and eNBs. 

The following graph illustrates how the number of S1 configurations plus the amount of configuration state that needs to be held by the eNBs and (MME/)UPEs of a PLMN (Total) decreases as the number of pools (A) increases. 
This figure clearly shows that dividing the PLMN into multiple pool area can help operators greatly to reduce the complexity of S1 configurations as their networks growth beyond a size that can be handled by a single pool.
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5. Full S1-flex or not?
The figure above clearly shows that multiple pools provide an effective means to cut back the overall cost of S1 configuration. 

Nevertheless, for small PLMNs it may still be arguable that the configuration overhead for a full S1-flex is still manageable, and hence there is no need for multiple (MME/)UPE pools. 

However, the real questions that needs to be answered is whether this argument still holds for large PLMNs. From an architectural point of view, we have to make sure that the evolved system architecture can also operate well for very large PLMNs, where the S1 configuration overhead in case of a single pool configuration growths rapidly due to the large number of eNBs and (MME/)UPEs.

As indicated by the example below, the evolved system architecture should be flexible enough to allow for efficient handling of different sizes of PLMNs, from small to very large ones. 

Enabling the use of multiple (MME/)UPE pools, gives operators the flexibility to configure their network according to their needs.
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6. Conclusion

Based on the analysis in this paper, we propose to capture the following principle in a relevant section of TS 23.401:
· The evolved system architecture shall support multiple (MME/)UPE pools
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S1-flex does not scale for large PLMNs!
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