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Abstract of the contribution:

This paper evaluates characteristics and dependencies that stem mainly from active and idle mode mobility and the different MME separation approaches. Assumptions are proposed for the MME and UPE pools.

Introduction

The SAE TR defines MME and UPE pools separately. The characteristics of both pools and dependencies between the polls are still for further study. This paper evaluates characteristics and dependencies that stem mainly from active and idle mode mobility and the different MME separation approaches.

Assumptions are proposed for the MME and UPE pools.

Overlapping pools or not

The overlap of MME pools or not influences the amount of MME changes in idle state. To limit the number of MME changes for UEs at MME boarders MME pools should overlap. To some extent this may be accomplished also by the same cells in multiple tracking areas. The overlap of MME pools however requires less configurations in the RAN as every cell needs to belong to one tracking area only. Overlapping MME pools may be avoided when one MME pool can serve the whole PLMN. However this seems feasible for smaller networks only.

In addition overlapping MME pools allow for accommodating specific mobility pattern. A number of MME pools may overlap in one part only. The Iuflex specification show also examples of different pools that overlap in a city centre only. This allows to separate UEs to different CN nodes and avoids CN node changes for UEs that commute to city centre and back. The same behaviour should be possible for SAE.

Overlapping MME pools should be supported.

The overlap of UPE pools is influencing mainly active state behaviour. It determines the number of active state UPE changes for UEs located at UPE boarders. Overlapping UPE pools reduce active state UPE changes that are more complex than intra UPE changes. UPE changes may be avoided by UPEs serving the whole PLMN. However this seem feasible for smaller networks only as otherwise considerable traffic may occur in the whole network if the UPE potentially together with and SAE GW is not used as a local or regional traffic aggregator.

Overlapping UPE pools should be supported.

Relation between MME and UPE pools

This relation depends on MME UPE separation. It is obvious that a combined MME/UPE should serve identical MME and UPE pools. This avoids any specific functionality and configuration for network and nodes to detect pool changes as any idle or active state MME/UPE change is also a pool change.

The separation approaches require additional configuration and functionality to detect and handle pool changes during active and idle state mobility.

It should be noted that missing X2 connectivity triggers CN based handover in any case. This may be intra or intra pool handover for MME and UPE, i.e. is independent from MME and UPE pools.

Idle state MME change is straight forward for all MME separation approaches. Separation approach B needs to detect UPE changes during idle state tracking area updates to allocate a new serving UPE. This requires that UPE pools consist of complete tracking areas like MME pools. Besides this granularity MME and UPE pools are independent for idle state UEs. The UPE pool areas have to be known by the MMEs (configuration) to decide for UPE changes.

The active state change of MME and/or UPE pools may be discovered from missing S1 connectivity at the new eNodeB,  i.e. during inter eNodeB handover the new eNodeB checks connectivity with old serving MME and UPE. The check of UPE connectivity may depend on the usage of explicitly established or configured signalling connections (e.g. SCTP) on the interface between UPE and eNodeB. Otherwise, as plain IP connectivity may always be available between eNodeBs and UPEs, configuration data would be required to determine which eNodeBs should communicate with which UPE. Or CN based handover are always performed via MME so that the MME can detect whether a UPE change is needed. 
The MME and UPE pool areas may be also signalled per UE via S1 to old eNodeB to detect when CN based handovers are required, which is rather undesirable because of the effort. 

For split B the MME pools and UPE pools need to contain a common set of complete tracking areas to detect and handle MME and/or UPE changes in active and idle state. Overlap between pools need to be complete tracking areas. The dependencies become stronger, i.e. UPE pools may need to contain complete MME pools, if all S1 signalling is via MME and configuration of allowed eNodeB – UPE relations in eNodeB and/or UPE shall be avoided. Or any active state tracking area change has to be performed as an CN based handover so that the MME can check whether UPE changes or not.

Also separation approach C needs to detect UPE changes during idle state tracking area updates to allocate a new serving UPE. This requires that UPE pools consist of complete tracking areas like MME pools. Besides this granularity MME and UPE pools are independent for idle state UEs. The UPE pool areas have to be known by the MMEs (configuration) to decide for UPE changes.

The active state change of MME needs no specific handling also not for overlapping MME pools as it is performed like during idle state mobility. Only UPE changes need to be detected and handled during active state mobility. UPE changes may be discovered from missing S1 connectivity at the new eNodeB,  i.e. during inter eNodeB handover the new eNodeB checks connectivity with old serving UPE. The check of UPE connectivity may base on signalling connections (e.g. SCTP) if used for the RANAP like signalling between eNodeB and UPE.

The UPE pool areas may be also signalled per UE via S1 to old eNodeB to detect when CN based handovers are required, which is rather undesirable because of the UE specific handling effort. 

For split C the MME pools and UPE pools need to contain a common set of complete tracking areas to detect and handle MME and/or UPE changes in active and idle state. Overlap between pools need to be complete tracking areas.

Detection of pool changes

From above discussion it becomes obvious that for combined MME/UPE a pool change simply happens in idle state, NAS signalling goes to a new MME/UPE. And in active state the new eNodeB can derive from missing S1 signalling connectivity the need for CN based handover.

In split B an idle state MME pool change is triggered by an tracking area update to a new MME. In active state the need for CN based MME change is detected by missing S1 connectivity. An idle state UPE change is detected and performed by the MME during tracking area update. In active state also the MME detects and handles UPE changes if it is signalled via MME. If signalled via UPE it may be derived from missing S1 connectivity with UPE or it may be derived from configuration.

In split C idle and active state MME pool changes are triggered by an tracking area update to a new MME. An idle state UPE change is detected and performed by the MME during tracking area update. In active state only UPE changes need to be detected by the eNodeB, which may be derived from missing S1 connectivity with new UPE or it may be derived from configuration.

Conclusion
Adopt assumptions about overlapping MME and UPE pools. It is proposed to update MME and UPE pool definitions in SAE TR or already for TS.

MME Pool Area: An MME Pool Area is defined as an area within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs ("pool of MMEs") in parallel. MME Pool Areas are a collection of complete Tracking Areas. MME Pool Areas may overlap each other.
UPE Pool Area: A UPE Pool Area is defined as an area within which a UE may be served without need to change the serving UPE. A UPE Pool Area is served by one or more UPEs ("pool of UPEs") in parallel. UPE Pool Areas are a collection of complete Tracking Areas. UPE Pool Areas may overlap each other.
Furthermore, an addition to the comparison table in Annex H of TR 23.882 is proposed to capture the different means that trigger CN node changes during active and idle mode mobility. The content for the SGSN column is to some extent derived from the paper that discusses the SAE reference architecture.
	
	SGSN
	MME/UPE
	MME/UPE Split B)
	MME/UPE Split C)

	Mobility Triggers
	
	
	
	

	Idle State MME or SGSN pool change
	new SGSN contacted during area update or registration procedure 
	new MME contacted during area update or registration procedure
	new MME contacted during area update or registration procedure
	new MME contacted during area update or registration procedure

	Idle State UPE pool (or GGSN) change
	Potentially a GGSN proxy/relay change 
	new UPE selected by MME when MME derives need from its configuration data 
	new UPE selected by MME when MME derives need from its configuration data
	new UPE selected by MME when MME derives need from its configuration data

	Active State MME or SGSN pool change
	SGSN change triggered by UTRAN
	MME change triggered by RAN either based on missing X2 connectivity, or missing S1 MME connectivity at new eNodeB (or based on UE specific knowledge in RAN)
	MME change triggered by RAN either based on missing X2 connectivity, or missing S1 connectivity at new eNodeB (or based on UE specific knowledge in RAN)
	MME change triggered by tracking area update procedure as during idle state

	Active State UPE pool (or GGSN) change
	Potentially a GGSN proxy/relay change 
	new UPE always together new MME
	Is combined with a MME pool change to allow the MME to select a new UPE, which the MME derives need from its configuration data
Alternatively triggered by RAN based on missing X2 connectivity, based on missing S1 UPE connectivity at new eNodeB (, based on UE specific knowledge in RAN)
	UPE change triggered by RAN based on missing X2 connectivity, based on missing S1 connectivity at new eNodeB (, based on UE specific knowledge in RAN); new UPE selected by MME, which the MME derives from its configuration data
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