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Abstract of the contribution: Implementation options for ePDG (separate or integrated with other EPC entities) and related deployment options are discussed.
1. Introduction

In the email approval of the contribution S2-062877 (which provided ePDG in the SAE reference architecture) after the SA#54 there was some discussion on whether the location of the PDG functionality with respect to the Evolved Packet Core should be FFS or not. Agreement was finally reached with this “FFS” statement. 
In this paper different node type implementations and deployment options for ePDG are discussed.  A working assumption with preference for separated ePDG is formulated.
2. Discussion 

2.1 Node Type Implementations

Note: in the figures and discussion below no preference is taken on node type implementations with respect to the overall EPC architecture (i.e. SAE Anchor and/or MME separated from or combined with UPE/3GPP Anchor). For simplicity, only SAE Anchor is shown graphically and mentioned in the text, besides ePDG; as a reminder, dots are inserted in the left part of the relevant node boxes.

We may have implementations by either one or two node types for ePDG and SAE Anchor functionality, as shown in fig. 1:
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Figure 1: implementation options with two (left) and one (right) node type for ePDG and SAE Anchor functionalities
The implementation with two node types in the user plane, and S2b in between, is fairly well described and understood in the current SAE architecture. The case with one node type deserves now more attention, as it might be proposed in analogy to the rest of EPC: it has only one node in the user plane in the EPC for the vast majority of cases. It exhibits S2 only for special cases, these are equivalent to the ones where two user plane nodes are involved with the single node type implementation for UPE/SAE Anchor/3GPP Anchor (see also S2-06dddd): (i) ePDG relocation due to UE’s service area change or due to inter PLMN mobility while keeping the SGi assigned to UE at attachment, (ii) in case that support of Multiple PDNs is required and the current user plane node has no connectivity with the UE’s PDNs and (iii) in case of roaming with home routed traffic (but only if ePDG functionality in VPLMN is used).

Wu* is an upgraded Wu for IPSec tunnel mobility (e.g. as realized by MOBIKE [3]). Wp leads towards WAG, but this aspect is not covered here. 
The benefit of the single node type is obviously that usage of S2b in many cases can be avoided. On the other hand, the combined node has to implement the specific ePDG functionality, in addition to S2b  This enhances complexity. Further, a single node type in its standard deployment with only one UP node it would be involved in all handovers between different WLAN access NWs. The two node type implementation, and also the deployment with two instances of the one node type implementation, in contrast, would naturally handle the local mobility between WLAN access NWs (e.g. via MOBIKE) on ePDG and only leave larger scale mobility to the SAE Anchor (e.g. via the  mobility tunnel between ePDG and SAE Anchor). But this also depends on the detailed mobility solution, e.g. client MIP (CMIP) or proxy MIP (PMIP). For clarity this aspect is considered below together with the node type aspect.
For S2a there is some expectation that it should match as closely as possible S2b. So the implementation of this type of interface functionality on SAE anchor anyway cannot be avoided. With S2a the layering of mobility within EPC has again disappeared, as normally no further node with anchor functionality is in the user plane. This might also be a criterion for an operator when choosing between S2a and S2b based interworking with non-3GPP accesses. 
2.2 Two Node Type Implementation for ePDG and SAE Anchor Functionality 
This implementation option may be used to realize naturally a layered mobility scheme, if ePDG acts as a PMIP agent (left two instances of ePDG in fig. 2). In contrast, if CMIP is used (rightmost instance of ePDG in fig.1), the feature of layered mobility is not enabled.
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Figure 2: two node type implementation used for ePDG and SAE Anchor functionalities
2.3 Single Node Type Implementation for ePDG and SAE Anchor Functionality 

This option would typically not realize a layered mobility scheme, as only one user plane node is in the path within the EPC (left part of fig. 2). S2b has disappeared and thus also the option of PMIP. But also CMIP is not required any more, at first sight: the IPSec tunnel (and fast switching by MOBIKE) is enough to realize the mobility between WLAN access NWs.

However, it is possible to realize a layered mobility scheme, and aggregate traffic, if a second instance of the single node type is deployed with only ePDG functionality; e.g. it could act as a PMIP agent (right part of fig. 2). This is an additional, special case compared to the cases a) to c) mentioned in section 2.1.

In contrast again, if CMIP is used, the feature of layered mobility is not enabled and thus the potential benefit of this deployment is destroyed. 
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Figure 3: one node type implementation used for ePDG and SAE Anchor functionalities 

2.4 Consideration for Roaming (SAE in VPLMN and HPLMN) 

The roaming scenarios for S2 with the two node type implementation are covered in a separate paper [2]. 

The roaming scenarios with one node type implementation in VPLMN differ only slightly from the above given description and are not repeated here (see also Fehler! Verweisquelle konnte nicht gefunden werden.). The roaming interfaces for home routed traffic are either S2b, or S8. Though, there seems to be no strong reason then for employing S2b towards HPLMN. S8 allows for a simpler handling of roaming contracts, e.g. in the introduction phase of non-3GPP in a SAE VPLMN.
2.5 Evaluation and Conclusion 

WLAN 3GPP IP access is an enhancement of 3GPP access to IP services. Both its amount of traffic as well as the number of users can be expected to be considerably lower than those for “normal” 3GPP access, and they cannot be planned independently from, potentially numerous, WLAN operators. Even then, and though dependent on deployment details, we can expect the amount of handovers between these two domains on the average to be more frequent then those from 3GPP intersystem handovers. 
It is thus advantageous (1) not to couple too tightly the exclusively 3GPP related EPC entities with the specific entity foreseen for realizing the WLAN 3GPP IP access, and (2) to optimize for layered mobility.
The arguments used in favour of co-location of other EPC entities (MME/UPE/3GPP Anchor/SAE Anchor) are not affected, as they handle the majority of traffic and amount of users. The 3GPP operator can plan and dimension them on his own.
3. Proposal
It is proposed that SA2 take the following working assumption and substitute it for the FFS on ePDG location with respect to EPC: 
“The SAE architecture shall be optimized for the case where ePDG is separated from other entities in the EPC. Co-location of ePDG with SAE anchor as an implementation option is not precluded and possible by the open interface S2b. “
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