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Introduction

In tdoc S2-063762 there is a CR on 23.246 with a proposal for optimisation of the MBMS userplane, including a possible direct tunnelling from GGSN to RNC. The purpose of this paper is to give some background to this CR.

Discussion

The fact that the MBMS user plane is unidirectional and a point-to-multipoint makes it natural to use IP Multicast for transporting the MBMS user plane packets within the CN. During the development of the MBMS feature in Rel-6 (TR 23.846 subclause 6.9.2) this was also discussed as an alternative for the MBMS user plane, but for different reasons it was decided not to use this at that moment, the reasons being e.g. trying to do MBMS as simple as possible and aligning with normal GPRS. 

In the current One Tunnel study we are doing optimisations to better cope with expected increase of traffic in the PS domain. Now when the MBMS standard is more mature and services such as MobileTV is starting to be important, one can see that the MBMS user plane would benefit from optimizations as well. 

In summary the current TS 23.246 CR contains the following changes:

- IP multicast distribution directly tunnelled from GGSN to RNC, or to SGSN as a fallback (and for 2G). The One Tunnel objective to offload payload from SGSN is reached.   

- GTP-U is still used in the MBMS user plane. This minimizes the impact on current standard and on the nodes (RNC, SGSN and GGSN). The MBMS forwarding function is basically unaffected.

- the distribution of the Gn/Iu transport IP multicast address and the join is done in the MBMS Session start procedure. This means the optimization can be used for both MBMS broadcast and multicast mode.  

- A fallback to Rel-6 MBMS user plane can be done to facilitate introduction in nodes and networks.

- Usage of the Source-Specific-Multicast model (RFC4607 / RFC4604) for simplified handling of multicast in the backbone network (simpler address allocation, simplified multicast routing, and harder to “spam”).  
By using IP multicast for MBMS distribution the routing of the MBMS payload can to some extent be enhanced. But the main drivers for IP multicast should be better resource utilisation and performance in the CN nodes and backbone network. For example, with current MBMS UP solution each incoming MBMS packet in e.g. GGSN or SGSN needs to be copied in one copy for each downstream node. With just a few downstream nodes (e.g. 10) this should have only little impact on performance, but if the number of downstream nodes start to grow bigger (e.g. hundreds) performance may start to be an issue. With IP Multicast the GGSN and SGSN as well as each router in the path will never send out more than ONE copy on each downstream interface. That is, there will not be multiple copies of the MBMS media packets sent on links and cables - a more scalable approach. And the "split of the payload stream" will be done as close to the listeners as possible. That is, only a minimum of CN and backbone resources will be used for the MBMS user plane.     
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