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1 Introduction

The SAE architecture so far does not cover any of the aspects of the Multicast/Broadcast service capability already provided in rel.6/7 with MBMS. Nevertheless it is required that the same E-PC architecture and network elements/functions are going to be used for both unicast and multicast services.

In this document we perform some analysis on the impacts and requirements that the inclusion of MBMS in the SAE packet core brings. We also propose the addition of E-MBMS as a “key issue” paragraph in TR 23.882 as we believe it has impacts in the overall architecture design and choices.
2 Architecture Alternatives and Concepts
2.1 Architecture Alternatives
We have identified three architecture alternatives that might be used to provide the E-MBMS service in SAE. We codename these alternatives based on the path of the multicast user plane traffic. 
1. (E-BMSC) – (eNodeB)

This option completely bypasses any user-plane Gateway node for the transport of the IP multicast traffic and the E-BMSC directly communicates with the eNodeB in the user plane path. This assumes that the enodeBs should perform joining of a “private” IP multicast group to receive the context and a number of new interfaces need to be defined to connect the eNodeBs directly to the E-BMSC. We believe that this option presents lots of challenges from a practical point of view due to mainly security reasons and a number of modifications are required in current version of the BMSC to directly communicate with the eNodeBs. 
2. (E-BMSC) – (SAE Anchor) – (UPE) – (eNodeB)

In this alternative we assume that it has been decided that the SAE Anchor will be the MBMS user plane traffic ingress node in the EPC. We also assume that the SAE is separated from the UPE and the S5 interface connects the two. Additionally to that the SAE Anchor becomes the roaming UP traffic node. 

There are two separate options that this architecture might be realised:

Option 1
In this option the SAE Anchor undertakes the role that the GGSN plays in the rel.6/7 MBMS architecture. 
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Figure 1: SAE Anchor as an E-MBMS UP traffic ingress node
This option imposes the following requirements to the S5 interface that are not covered in TR 23.882:

· The S5 interface  shall be able to support the MBMS control plane procedures  (e.g. Activation of MBMS service, MBMS session start, MBMS session termination etc) 
· The S5 interface shall be able to support the transport of use plane MBMS traffic

It also imposes a number of requirements to the SAE Anchor since the SAE Anchor will play a role similar to the one GGSN plays in the rel.6/7 architecture:
· The SAE Anchor shall support a Gmb-like interface to the E-BMSC 
· The SAE Anchor shall establish an E-MBMS bearer context and register at the E-BMSC
· The SAE Anchor shall be able to report to the E-BMSC when a user specific E-MBMS multicast service is released or deactivated.
Option 2
In this option we assume that the SAE Anchor remains “MBMS Agnostic” and the UPE retains the role of the MBMS gateway (similar to GGSN in rel.6/7).
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Figure 2: UPE as an E-MBMS UP traffic ingress node
In this option the roaming interface between two E-BMSCs has to be standardised to enable the transport of the UP traffic in the roaming scenario. A “roaming” version of the Gmb interface has to be also defined to allow the transport of the user credentials to the visited network for the V-EBMSC to perform authentication. 
Some of this standardisation effort might relieved given this concept is very similar to the concept described in [1]. This solution seems more promising and imposes less standardisation effort nevertheless there is a number of security challenges that need to be further analysed and tackled.
3. (E-BMSC) – (Common SAE Anchor with collocated UPE) – (eNodeB)

In this option we assume a collocated UPE and SAE Anchor which acts as a traffic ingress/egress point in the Evolved Packet Core. In this case the number of modifications and standardisation effort required for MBMS in the context of SAE is significantly reduced. The same interface principles and protocols that exist in rel.7 can still persist.
Note that this architecture alternative is not impacted by the collocation or separation of MME and UPE.
Conclusion: The Common SAE Anchor with collocated UPE will significantly reduce the standardisation effort required for E-MBMS in the context of SAE. In case the inter-EBMSC roaming interface is required as described in [1] can still be defined within this architecture for some special cases such provisioning of specialised local content, large scale networks deployment scenarios, network sharing etc.
2.2 Impact of MME/UPE relocation in LTE_IDLE state
In SA#54 it has been agreed as a working assumption that for some scenarios is required to perform MME/UPE relocation when the UE is in LTE_IDLE, as copied from TR 23.882:
“In intra LTE-Access-System Mobility in LTE_IDLE State, UPE relocation is needed for certain scenarios. “ 

It has to be highlighted that UEs while in IDLE mode are still able to receive MBMS traffic if this transmitted using PTM radio bearers, therefore since UPE relocation is supported it has to be able to support uninterrupted MBMS service. 
Conclusion: In case of UPE relocation uninterrupted MBMS service has to be able to be supported to the UE.
2.3 Efficient transport of MBMS user plane traffic in the EPC
A important optimization that will reduce significantly the amount of IP traffic transported over the EPC due to MBMS is the usage of IP multicast groups to transport the MBMS traffic over the S1 interface. This has to be taken into account in the design of the user plane of the S1 interface by RAN3. Also the ingress point of the MBMS traffic (e.g. SAE Anchor, UPE) has to be able to map the appropriate tunnel identifiers (e.g. TEID, Iu-PS) to appropriate IP multicast addresses. 
Conclusion: The S1 interface has to be able to support IP multicast traffic 

3 Proposal 

It is proposed that “E-MBMS” to be added as new key issue in TR 23.882 by adopting the following text proposals. It is also proposed to send an LS to RAN3 to take into account the requirement for transport of IP multicast traffic over the S1 interface.

IPW is volunteering to draft such an LS in case the aforementioned concept is agreed.

4 References

[1]
« MBMS Roaming support », Huwaei, China Mobile, Siemens, S2-063408

>>>>>>>>>>>>>>>>New text to be added in section 7<<<<<<<<<<<<<<
7.X
Key Issue : E-MBMS

7.x.1
Description of E-MBMS

E-MBMS is the evolution of the existing MBMS architecture in the Evolved Packet Core (EPC). E-MBMS shall provide the means to efficiently transport IP multimedia content over the EPC and the LTE RAN and be able to interoperate with existing MBMS. It should be possible to reuse the existing MBMS concepts as much as possible.
7.x.2
E-MBMS Concepts
E-MBMS imposes the following requirements to SAE:

· For smooth integration of the E-MBMS in SAE it seems beneficial that the SAE Anchor and UPE are collocated to provide a single ingress point of the MBMS traffic in the EPC

· Given that UEs are receiving MBMS service when in LTE_IDLE mode, it should be taken into that in case of UPE relocation uninterrupted MBMS service shall be provided to the UE.
· It is beneficial that IP multicast transport is enabled over the S1 interface. It shall be possible to support IP multicast traffic over the transport protocol of the S1 interface.

7.x.3
Impact on the baseline CN Architecture

Editors Note:
It is FFS whether there is any particular impact.

7.x.4
Impact on the baseline RAN Architecture

Editors Note:
It is FFS whether there is any particular impact.

7.x.5
Impact on terminals used in the existing architecture
Editors Note:
It is FFS whether there is any particular terminal impact.
>>>>>>>>>>>>>>>>>>>>>>End of new text <<<<<<<<<<<<<<<<<<
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