SA WG2 Temporary Document

Page 1
-


3GPP TSG SA WG2 Architecture —S2#55
S2-063675
23 - 27 October 2006
Busan, South Korea

Source:
Huawei
Title:
UE Redistribution in case of catastrophic failure in MME/UPE
Document for:
Discussion / Approval

Agenda Item:
8.9
Work Item / Release:
SAE/Release7

1. Introduction

SA2 has accepted the S1-flex concept, i.e. multi-to-multi relationship between E-UTRAN and MME/UPE. SAE/LTE supports network redundancy and load sharing. If MME and UPE are separated, S10 is flex, also. eNodeB selects the serving MME and MME select the serving UPE for the UE. Network redundancy and load sharing should consider the requirement of UE redistribution in case of not only overload but also catastrophic failure in core network node. S2-061320 (from Ericsson) in SA2 #52 proposed a solution of the UE redistribution in case of catastrophic failure in MME/UPE. This paper introduces other solutions. 
2. S1-Flex / S10-Flex when MME and UPE are separated
Currently, SA2 doesn’t make decision of whether MME and UPE are combined or not. If MME and UPE are combined, the S1-flex will be similar to the Iu-Flex. If MME and UPE are separated, MME and UPE are multi-to-multi relationship. One MME controls several UPEs and one UPE is controlled by several MMEs. S10 interface is flex. 
S1-Flex: eNodeB select the serving MME for the UE.

S10-Flex: MME select the serving UPE for the UE. 
It is MME (but not eNodeB) to select the serving UPE for the UE, because
1. It is easy for MME to get load information of UPE. 
2. It is easy for MME to configure the topology of the UPE.
3. It is easy for MME to select exact serving UPE. MME has subscriber data of the user, but eNodeB has no 
any subscriber data which helps MME to select a suitable serving UPE. 
3. Requirement of avoiding single points of failure
The blue text below is copied from section 9 in TR25.913. It means that the single points of failure should be avoided in SAE/LTE. 

c)
E-UTRAN architecture shall minimize the presence of "single points of failure" where possible without additional cost for backhaul.

Another contribution S2-063674 from Huawei interprets the requirement of UE redistribution in case of catastrophic failure in the MME/UPE. 

4. UE Redistribution in case of catastrophic Failure

4.1 Catastrophic Failure in combined MME/UPE
Figure1 below denotes the solution of UE redistribution in case of catastrophic failure in MME/UPE. 


[image: image1]
Figure1: UE Redistribution in Case of catastrophic Failure in combined MME/UPE

1. UEs are attached to a MME/UPE, which is running normally. 

2. Catastrophic failure happens in MME/UPE for some reason, e.g. power off, hardware/software failure, system reset, etc.

3. All eNodeBs connected to the failure MME/UPE detect that the MME/UPE is unreachable. eNodeB updates configuration data to record the failure MME/UPE. 
Note1: eNodeB knows the failure by detecting in transport layer, or OAM command indicates the 
       eNodeB that the MME/UPE is unusable. 
Note2: Configuration in eNodeB records all MME/UPE Id (e.g. NRI) and the usability status (e.g. usable 
       status, unusable status) of each MME/UPE. eNodeB doesn’t select the unusable MME/UPE for 
       the UE when UE initiates network attachment. 
4. eNodeBs broadcast the failure MME/UPE Id (e.g. NRI), which is included in the system message. 
5. UE get the failure MME/UPE Id (e.g. NRI) from the system message and compares it with the stored one. If they are identical, UE knows that the serving MME/UPE is failure. 
Note: P-TMSI in UE includes the NRI of serving MME/UPE. 
6. UE initiates network attachment procedure. eNodeB selects a new MME/UPE for the UE, because the old serving MME/UPE is unusable. UE is re-distributed to the new MME/UPE.
By this solution, all LTE-Idle UEs attached in the failure MME/UPE are re-distributed to a new MME/UPE. For the LTE-Active UE attached in the failure MME/UPE, eNodeB releases the UE to LTE-Idle when eNodeB detects that the MME/UPE is unreachable. All LTE-Active UEs are released to LTE-Idle at first, and then UE initiates the network attachment because UE will decode the system message when it is released to LTE-Idle. All LTE-Active UEs in the failure MME/UPE also be redistributed to a new MME/UPE. 
Note1: eNodeBs broadcast the failure MME/UPE Id for a certain time or until the MME/UPE change to 
usable status. 

Note2: If one MME/UPE has many NRI, a consecutive NRI list can be configured. The eNodeB only broadcasts the range of the NRI list for the failure MME/UPE. For example, the maximal NRI and the minimal NRI are broadcasted. And UE checks whether the stored NRI is in the range of the maximal NRI and the minimal NRI. 
Note2: Optionally, eNodeBs broadcast a duration time parameter together with MME/UPE Id. The duration time parameter indicates UE to initiate network attachment in a certain time. UEs initiate network attachment randomly in the duration time. It is avoided that too many UEs initiate network attachment in short time and lead to signalling overload in network node (e.g. eNodeB, or MME/UPE). 
4.2 Catastrophic Failure in separated MME
Figure2 below denotes the solution of UE redistribution in case of catastrophic failure in MME. MME and UPE are two separated entities. 
Solution in figure2 is same as figure1.
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Figure2: UE Redistribution in Case of catastrophic Failure in separated MME

4.3 Catastrophic Failure in separated UPE
Figure3 below denotes the solution of LTE-Idle UE redistribution in case of catastrophic failure in UPE. MME and UPE are separated two entities. 
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Figure3: UE Redistribution in Case of catastrophic Failure in separated UPE, for LTE-Idle UE

1. The UE is attached to MME and UPE, which are running normally. 

2. Catastrophic failure happens in UPE for some reason, e.g. power off, hardware/software failure, system reset, etc.

3. All MMEs controlling the failure UPE detect that the UPE is unreachable. MME knows the failure by detecting in transport layer, or OAM command indicates the MME that the UPE is unusable. 

4. MME pages LTE-Idle UE, which is attached to the failure UPE. The paging cause indicates UE to initiate re-attachment.

5. UE initiates network attachment procedure. MME selects a new UPE for the UE, because the old serving UPE is unusable. UE is re-distributed to the new UPE.

Figure4 below denotes the solution of LTE-Active UE redistribution in case of catastrophic failure in UPE. MME and UPE are separated two entities. 
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Figure4: UE Redistribution in Case of catastrophic Failure in separated UPE, for LTE-Active UE

1. The UE is attached to MME and UPE, which are running normally. 

2. Catastrophic failure happens in UPE for some reason, e.g. power off, hardware/software failure, system reset, etc.

3. All MMEs controlling the failure UPE and eNodes connected the failure UPE detect that the UPE is unreachable. MME and eNodeB know the failure by detecting in transport layer, or OAM command indicates the MME and eNodeB that the UPE is unusable. 

4. MME and/or eNodeB initiate release procedure for the LTE-Active UE(s) which was connected to the failure UPE. UE is released to LTE-Idle and be indicated to initiate re-attachment. 

5. The UE initiates network attachment procedure. MME selects a new UPE for the UE, because the old serving UPE is unusable. UE is re-distributed to the new UPE. 

Note: Whether the MME select a new UPE for the LTE-Active UE and UPE relocation is triggered? It is FFS. 
5. Conclusion

If MME and UPE are separated, S10-flex is supported. The eNodeB selects the serving MME for the UE and MME selects the serving UPE, when UE attaches to SAE/LTE. Network redundancy and load sharing should consider catastrophic failure in MME/UPE. When catastrophic failure happens in MME/UPE, all UEs (including LTE-Idle UEs and LTE-Active UEs) attached in the failure MME/UPE should be redistributed to a new MME/UPE. 
6. Proposal

It is proposed to add the text below to the 3GPP TR 23.822.

*******************************************************Start of Changes*************************************************

7.16.3
S1-flex Concept

7.16.3.1
Description of issue

Support for Network Redundancy and Load Sharing of MME / UPEs in SAE / LTE is achieved by making the S1 interface a multi-to-multi interface, where one node in E-UTRAN can be connected to multiple MME / UPEs for different terminals.

This clause is outlining the solutions for this key issue.
7.16.3.2
Assumptions on S1-flex concept

The following assumptions are taken regarding the S1-flex configuration:

1.
There is a multi-to-multi relationship between the E-UTRAN and MME / UPEs in SAE / LTE, meaning one node in eUTRAN can communicate with different MME / UPEs and vice versa.

2.
One terminal can only be assigned to one MME at a time.

3.
The MME / UPE will be assigned to the terminal during attach to the network, and it is FFS whether the MME / UPE will be unchanged until the terminal leaves the serving area of that MME / UPE.
4.
S1-Flex should supply a mechanism of UE re-distribution in case of catastrophic failure in the MME/UPE.
7.16.4
Solution for Key Issue UE Re-distribution in case of catastrophic failure in the MME/UPE
7.16.4.1
Catastrophic Failure in combined MME/UPE
Figure 7.16.4.1: below denotes the solution of UE redistribution in case of catastrophic failure in MME/UPE. 
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Figure 7.16.4.1: UE Redistribution in Case of catastrophic Failure in combined MME/UPE

1. UEs are attached to a MME/UPE, which is running normally. 

2. Catastrophic failure happens in MME/UPE for some reason, e.g. power off, hardware/software failure, system reset, etc.

3. All eNodeBs connected to the failure MME/UPE detect that the MME/UPE is unreachable. eNodeB updates configuration data to record the failure MME/UPE. 
Note1: eNodeB knows the failure by detecting in transport layer, or OAM command indicates the 
       eNodeB that the MME/UPE is unusable. 
Note2: Configuration in eNodeB records all MME/UPE Id (e.g. NRI) and the usability status (e.g. usable 
       status, unusable status) of each MME/UPE. eNodeB doesn’t select the unusable MME/UPE for 
       the UE when UE initiates network attachment. 

4. eNodeBs broadcast the failure MME/UPE Id (e.g. NRI), which is included in the system message. 

5. UE get the failure MME/UPE Id (e.g. NRI) from the system message and compares it with the stored one. If they are identical, UE knows that the serving MME/UPE is failure. 
Note: P-TMSI in UE includes the NRI of serving MME/UPE. 

6. UE initiates network attachment procedure. eNodeB selects a new MME/UPE for the UE, because the old serving MME/UPE is unusable. UE is re-distributed to the new MME/UPE.

By this solution, all LTE-Idle UEs attached in the failure MME/UPE are re-distributed to a new MME/UPE. For the LTE-Active UE attached in the failure MME/UPE, eNodeB releases the UE to LTE-Idle when eNodeB detects that the MME/UPE is unreachable. All LTE-Active UEs are released to LTE-Idle at first, and then UE initiates the network attachment because UE will decode the system message when it is released to LTE-Idle. All LTE-Active UEs in the failure MME/UPE also be redistributed to a new MME/UPE. 

Note1: eNodeBs broadcast the failure MME/UPE Id for a certain time or until the MME/UPE change to 
usable status. 

Note2: If one MME/UPE has many NRI, a consecutive NRI list can be configured. The eNodeB only broadcasts the range of the NRI list for the failure MME/UPE. For example, the maximal NRI and the minimal NRI are broadcasted. And UE checks whether the stored NRI is in the range of the maximal NRI and the minimal NRI. 

Note2: Optionally, eNodeBs broadcast a duration time parameter together with MME/UPE Id. The duration time parameter indicates UE to initiate network attachment in a certain time. UEs initiate network attachment randomly in the duration time. It is avoided that too many UEs initiate network attachment in short time and lead to signalling overload in network node (e.g. eNodeB, or MME/UPE). 

7.16.4.2
Catastrophic Failure in separated MME
Figure 7.16.2 below denotes the solution of UE redistribution in case of catastrophic failure in MME. MME and UPE are two separated entities. 

Solution in Figure 7.16.4.2 is same as Figure 7.16.4.1.
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Figure 7.16.4.2: UE Redistribution in Case of catastrophic Failure in separated MME

7.16.4.3
Catastrophic Failure in separated UPE
Figure 7.16.4.3 below denotes the solution of LTE-Idle UE redistribution in case of catastrophic failure in UPE. MME and UPE are separated two entities. 
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Figure 7.16.4.3: UE Redistribution in Case of catastrophic Failure in separated UPE, for LTE-Idle UE

1. The UE is attached to MME and UPE, which are running normally. 

2. Catastrophic failure happens in UPE for some reason, e.g. power off, hardware/software failure, system reset, etc.

3. All MMEs controlling the failure UPE detect that the UPE is unreachable. MME knows the failure by detecting in transport layer, or OAM command indicates the MME that the UPE is unusable. 

4. MME pages LTE-Idle UE, which is attached to the failure UPE. The paging cause indicates UE to initiate re-attachment.

5. UE initiates network attachment procedure. MME selects a new UPE for the UE, because the old serving UPE is unusable. UE is re-distributed to the new UPE.

Figure 7.16.4.4 below denotes the solution of LTE-Active UE redistribution in case of catastrophic failure in UPE. MME and UPE are separated two entities. 
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Figure 7.16.4.4: UE Redistribution in Case of catastrophic Failure in separated UPE, for LTE-Active UE

1. The UE is attached to MME and UPE, which are running normally. 

2. Catastrophic failure happens in UPE for some reason, e.g. power off, hardware/software failure, system reset, etc.

3. All MMEs controlling the failure UPE and eNodes connected the failure UPE detect that the UPE is unreachable. MME and eNodeB know the failure by detecting in transport layer, or OAM command indicates the MME and eNodeB that the UPE is unusable. 

4. MME and/or eNodeB initiate release procedure for the LTE-Active UE(s) which was connected to the failure UPE. UE is released to LTE-Idle and be indicated to initiate re-attachment. 

5. The UE initiates network attachment procedure. MME selects a new UPE for the UE, because the old serving UPE is unusable. UE is re-distributed to the new UPE. 

Note: Whether the MME select a new UPE for the LTE-Active UE and UPE relocation is triggered? It is FFS. 

********************************************************End of Changes*************************************************
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