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Abstract of the contribution:

This contribution discusses the different triggers of MME and UPE relocation.

Introduction

This contribution clarifies why MME and UPE relocation should be independently triggered when they are separated and suggest clarifying this in the TR.
Discussion

When MME/UPE are collocated
When MME/UPE are collocated, a MME/UPE is selected by the eNodeB when the UE attaches to the Network. At this stage, the eNodeB has no information regarding the UE’s expected bearers, even no information about the default UE Bearer. 
As a consequence, the eNodeB cannot select the MME/UPE based on bearer usage, except potentially based on a rough estimation on average bearer usage for all UEs but with no relationship with the real bearer capabilities/need of the UE:

MME/UPE relocation can also not take place based on bearer criteria, else it will makes the Attachment criteria become unreliable: f decision MME/UPE relocation has to be based on violation of criteria used during attachment.
We propose to clarify in the TR that: 

When MME/UPE are collocated:

· At Attachment, MME/UPE is selected amongst multiple MME/UPE managing same set of TA (a Pool Area) based on load balancing criteria.

· MME/UPE relocation is triggered by a problem with the initial attachment criteria i.e.:
· a problem in the previously selected MME/UPE (overload / expected restart for upgrade…)

· the UE changing of MME/UPE Pool Area.

When MME and UPE are separated

Separating MME and UPE allows UPE selection independent from MME selection:
· At attachment, the eNodeB can select the MME in an efficient way as described in previous section, but it does not need to select a UPE. 
· Then the MME can select a UPE for the UE to establish a default bearer according to bearer related information such as the accessed PDNs, the proximity to an eNodeB…
MME and UPE relocation are then also independent:

· MME relocation trigger is when initial criteria used to select MME is violated: problem in current MME or change of MME Pool Area

· UPE relocation trigger is when initial criteria used to select UPE is violated: problem in current UPE or change of UPE Pool Area
This supports the case where one MME can be shared between multiple eNodeBs while multiple UPEs could share the UP load. This also allows support of non-full connectivity between eNodeB and UPEs.

We propose to clarify in the TR that: 

When MME and UPE are separated:

· At Attachment, MME is selected amongst multiple MMEs managing same set of TA (a MME Pool Area) based on load balancing criteria. UPE is selected amongst multiple UPEs interfacing the current eNodeB based on load balancing criteria but also possibly based on bearer criteria.

· MME and UPE relocations are triggered by a problem with the initial attachment criteria i.e.:

· MME and UPE relocations are independent

· a problem in the previously selected MME or UPE (overload / expected restart for upgrade…)

· the UE changing of MME Pool Area or changing of UPE Pool Area.

Conclusion

It is proposed to agree on the above proposal and to add it in the TR section 7.16.3:

**** Start of changes ****

7.16.3
S1-flex Concept

7.16.3.1
Description of issue

Support for Network Redundancy and Load Sharing of MME / UPEs in SAE / LTE is achieved by making the S1 interface a multi-to-multi interface, where one node in E-UTRAN can be connected to multiple MME / UPEs for different terminals.

This section is outlining the solutions for this key issue.
7.16.3.2
Assumptions on S1-flex concept

The following assumptions are taken regarding the S1-flex configuration:

1.
There is a multi-to-multi relationship between the E-UTRAN and MME / UPEs in SAE / LTE, meaning one node in eUTRAN can communicate with different MME / UPEs and vice versa.

2.
One terminal can only be assigned to one MME at a time.

3.
The MME / UPE will be assigned to the terminal during attach to the network, and it is FFS whether the MME / UPE will be unchanged until the terminal leaves the serving area of that MME / UPE.
4.
When MME/UPE are collocated
· At Attachment, MME/UPE is selected amongst multiple MME/UPE managing same set of TA (a Pool Area) based on load balancing criteria.

· MME/UPE relocation is triggered by a problem with the initial attachment criteria i.e.:

· a problem in the previously selected MME/UPE (overload / expected restart for upgrade…)

· the UE changing of MME/UPE Pool Area.

5. When MME and UPE are separated
· At Attachment, MME is selected amongst multiple MMEs managing same set of TA (a MME Pool Area) based on load balancing criteria. UPE is selected amongst multiple UPEs interfacing the current eNodeB based on load balancing criteria but also possibly based on bearer criteria.

· MME and UPE relocations are triggered by a problem with the initial attachment criteria

· MME and UPE relocations are independent



**** End of changes ****
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