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1.Discussion

The impact to the functional nodes of PS core network and their interfaces depend on the approach selected for the One Tunnel deployment.  The main principle and target for the “SGSN controlled bearer optimisation” is to develop and specify solution that avoid changes in Rel-6 interfaces and thus allows independent SGSN upgrades without impact on RNC or GGSN.  This model has less impacts and is easier to standardise in Rel-7 timeframe, starting from the simplest model does not preclude to develop GGSN Relay or GGSN Proxy model in Rel-8.

Proposal

It is proposed to make following updates into TR 23.809 v 0.2.0 clause 6 “Impacts to Functions and Characteristics”.
6
Impact to Functions and Characteristics

Editors Note: The impact to the Rel-6 PS functions depend on the approach selected for the One Tunnel deployment.  This clause identifies the functions and characteristics of the 3GPP PS system that are potentially impacted. The main impacts of each solution are described. Any comparison between the approaches is found in subsequent clauses after this clause. 

6.1
PDP Context Activation/Deactivation

6.1.1
SGSN controlled bearer optimisation


For the PDP Context Activation procedure this solution does not require new information elements or messages on the GPRS Tunnelling Protocol (GTP) defined in 3GPP 29.060  [X]. SGSN provides the user plane addresses for RNC and GGSN as illustrated in Figure 6.1.1-1.

PDP Context Deactivation procedures (MS, SGSN and GGSN initiated) are not impacted by the One Tunnel functionality and are executed as described in 3GPP TS 23.060 [1].
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Figure 6.1.1-1: PDP context activation enabling direct tunnel.

1) Steps 1 and 2 are as described in TS 23.060 [1].  The SGSN shall include it’s own address for the “user traffic” in the Create PDP Context Request. After the SGSN has received  Create PDP Context Response it decide if direct tunnel can be enabled.

3) If the SGSN enabled direct tunnel RNC receives GGSN address for  “user traffic” in the RAB Assignment Request.

4) After SGSN received RNC “user traffic” address in the RAB Assignment Response and if direct tunnel was enabled the SGSN shall send Update PDP Context Request to GGSN and include the RNC address for “user traffic”. The GGSN shall update the “user traffic” address and use it when sending G-PDUs for the MS.

If the downlink data transmission start  before GGSN receive and  use RNC “user traffic” address  the SGSN will forward these PDUs to RNC (this is an existing SGSN functionality).
6.1.2
GGSN Bearer relay

To be described.

6.1.3
GGSN Proxy

To be described.

6.2
RAB assignment 

6.2.1
SGSN controlled bearer optimisation


The resource reservation for active PDP context(s) i.e. RAB assignment is part of the Service Request procedure. The MS initiated case is  briefly described in figure 6.2.1-1 below and the network initiated case is described in clause 6.6 Paging.
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Figure 6.2.1-1: MS initiated service request; RAB assignment.

1) If Service Type indicates Data the SGSN shall decide if direct tunnel can be enabled.  At this point SGSN already knows the GGSN “user traffic” address, because the PDP Context has been established earlier and is preserved (see also clause 6.3.1).

2) If the SGSN enabled direct tunnel RNC receives GGSN address for  “user traffic” in the RAB Assignment Request.

3) After SGSN received RNC “user traffic” address in the RAB Assignment Response and if direct tunnel was enabled the SGSN shall send Update PDP Context Request to GGSN and include the RNC address for “user traffic”. The GGSN shall update the “user traffic” address and use it when sending G-PDUs for the MS.

6.2.2
GGSN Bearer relay

To be described.

6.2.3
GGSN Proxy

To be described.

6.3
RAB release/ Iu-release
6.3.1
SGSN controlled bearer optimisation


The principle of this solution is that whenever the RAB assigned for a PDP context is released  without deactivating the PDP context (i.e. the PDP context is preserved) the GTP-U tunnel is established between the GGSN and SGSN in order to be able to handle the downlink packets. 
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Figure 6.3.1-1: RAB release
1) Steps 1 and 2 are as described in TS 23.060 [1].

3) If direct tunnel was enabled SGSN shall send Update PDP Context Request to GGSN and  include it’s own address for the “user traffic” in the Create PDP Context Request  in order to be able to handle the downlink packets and trigger paging see clause 6.6.1. The GGSN shall update the “user traffic” address and use it when sending G-PDUs to the SGSN for the MS.

6.3.2
GGSN Bearer relay

To be described.

6.3.3
GGSN Proxy

To be described.
6.4
RA Update

6.4.1
SGSN controlled bearer optimisation


Intra- and Inter-SGSN Routeing Area Update procedures are not impacted by this solution.

For an MS that is in PMM-IDLE state and have activated PDP Context(s) the GTP-U tunnel(s) are established between the GGSN and  SGSN as described in  6.3.1. If the RA update is an Inter-SGSN RA update the new SGSN will include it’s own address for the “user traffic” in the Update  PDP Context Request and send it to the GGSNs concerned.

If the RA update is an Inter-SGSN RA update initiated by an MS in PMM-CONNECTED state the GTP-U tunnel(s) are first established between SGSN-GGSN.  SGSN then makes the decision to enable direct tunnel when RABs are established as part of Service Request procedure as described in sub clause 6.2.1 RAB assignment procedure.
6.4.2
GGSN Bearer relay

To be described.

6.4.3
GGSN Proxy

To be described.

6.5
Serving RNS Relocation

6.5.1
SGSN controlled bearer optimisation


The serving RNC Relocation procedure is applicable as such, the impact of this solution is limited to the phase when the Radio Access Bearers are established as illustrated in Figure 6.5.1-1 (copied from 3GPP TS 23.060 [1].
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Figure 6.5.1-1:  SRNS Relocation procedure
1-3) Steps 1 to 3 are as described in 3GPP TS 23.060 [1].
4) The new SGSN makes the decision to enable direct tunnel before it starts the establishment of Radio Access Bearers, this has following consequences:

-in Inter-SGSN relocation two tunnels are always established, because at the time when the new SGSN establish the RABs to target RNC there is not yet enough information available in the new SGSN to make a decision to establish direct tunnel e.g. CAMEL CSI comes from HLR in step 15) Routing Area Update.
-in Intra-SGSN case direct tunnel can be maintained if it was enabled in the source RNC.

5-15) Steps 5 to 15 are as described in 3GPP TS 23.060 [1].
NOTE 1: After Inter-SGSN change the direct tunnel between RNC and GGSN can be enabled  again when the RABs are re-established.
6.5.2
GGSN Bearer relay

To be described.

6.5.3
GGSN Proxy

To be described.
6.6
Paging

Editors Note: This sub clause discusses how paging  initiation is done on the reception of a downlink PDU for a mobile in PMM-IDLE. 

6.6.1
SGSN controlled bearer optimisation


As described in sub clause 6.3.1 the principle of this solution is that whenever the RAB assigned for a PDP context is released  without deactivating the PDP context (i.e. the PDP context is preserved) the GTP-U tunnel is established between the GGSN and SGSN in order to be able to handle the downlink packets. 

When the SGSN receives a downlink packet (e.g. user data) for an MS in PMM‑IDLE state, the SGSN sends a paging request to RAN. The paging request triggers the Service Request procedure in the MS as illustrated in Figure 6.6.1-1 (copied from 3GPP TS 23.060 [1].
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Figure 6.6.1-1: Network Initiated Service Request procedure

1-5) Steps 1 to 5 are as described in 3GPP TS 23.060 [1].

6) If the SGSN decide enable direct tunnel RNC receives GGSN address for “user traffic” in the RAB assignment procedure.

7)  After SGSN received RNC “user traffic” address in the RAB Assignment Response and if direct tunnel was enabled the SGSN shall send Update PDP Context Request to GGSN and include the RNC address for “user traffic (Note: this may be part of the QoS profile modification if RAB was established with modified QoS). The PDP Context is also updated (7) every time towards the GGSN with the TEID-U and user plane IP-address of the RNC, in order to complete the 1T establishment. Otherwise there are no changes to this procedure.

8) Direct tunnel establishment will not result in any packet loss. RNC may possibly receive packets from the SGSN and GGSN at the same time, when the SGSN forwards the buffered packets and the GGSN starts the downlink transfer. Also packets may be received in a different order at the RNC than when they arrived at the GGSN. This is not a an issue since the end users application will re-order the packets.

6.6.2
GGSN Bearer relay

To be described.

6.6.3
GGSN Proxy

To be described.
6.7
Transport Network protocol

Editors Note: This sub clause discusses of how the different Transport Network options supported on the Gn and Iu-PS interfaces will be handled when direct tunnel is used.

6.7.1
SGSN controlled bearer optimisation


Both RNC and GGSN need to support for same IP version (IPv4 or IPv6).

Following figures describes user plane transport for both ATM based Iu-PS and IP based Iu-PS. There is no need to change protocol stacks of RNC or GGSN.
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Figure 6.7.1-1: Connectivity with IP based Iu-PS
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Figure 6.7.1-2: Connectivity through and by SGSN with ATM based Iu-PS

6.7.2
GGSN Bearer relay

To be described

6.7.3
GGSN Proxy

To be described.
6.8
Relay function support

Editors note:The relay function of a network node transfers the PDP PDUs received from the incoming link to the appropriate outgoing link.
6.8.1
SGSN controlled bearer optimisation


This solution does not require to add GTP-U relay functionality in GGSN.
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Figure 6.8.1-1: User Plane with UTRAN
The relay capability of SGSN is used as today in the cases when direct tunnel has not been enabled (in case of  CAMEL, Lawful Interception and for roaming cases). 

Note: Also for 2G SGSN relay function is needed and cannot be complete removed from the SGSN.

6.8.2
GGSN Bearer relay

To be described.

6.8.3
GGSN Proxy

To be described.

6.9
Encapsulation function support

Editors note: Encapsulation is the addition of address and control information to a data unit for routeing packets within and between the PLMN(s). Decapsulation is the removal of the addressing and control information from a packet to reveal the original data unit.In 3G, two different encapsulation schemes are used; one for the backbone network between two GSNs and between an SGSN and an RNC.

6.9.1
SGSN controlled bearer optimisation


In Iu mode same encapsulation scheme (GTP) is used for both GSN-GSN and SGSN-RNC interfaces. So direct tunnel between RNC and GGSN in Iu mode does no require any changes to encapsulation schemes.
Encapsulation function(ref. 3GPP TS 23.060 [1] clause 9.6 
GPRS transparently transports PDP PDUs between packet data networks and MSs. All PDP PDUs are encapsulated and decapsulated for routeing purposes. Encapsulation functionality exists at the MS, at the RNC, at the Iu mode BSC, at the SGSN, and at the GGSN. Encapsulation allows PDP PDUs to be delivered to and associated with the correct PDP context in the MS, the SGSN, or the GGSN. Two different encapsulation schemes are used; one for the backbone network between two GSNs and between an SGSN and an RNC, and one fo  the A/Gb mode connection between the SGSN and the MS or  for the Iu mode RRC connection between the RAN and the MS.
6.9.2
GGSN Bearer relay

To be described.

6.9.3
GGSN Proxy

To be described.

6.10
Error Indication

To be described.
GSN/RNC sends GTP-U error indication if it can not find the PDP context or RAB for the received  G-PDU. When direct tunnel  is established between RNC and GGSN, possible GTP-U error indication is sent from GGSN to RNC or vice versa.

In such case SGSN does not receive information about PDP context or RAB release immediately because also GTP-U error indication bypasses SGSN.

SGSN failure (ref. 3GPP TS 23.060 [1] clause 13.8.2)

When the SGSN receives a GTP‑U PDU from the GGSN for which no PDP context exists, it shall discard the GTP‑U PDU and send a GTP error indication to the originating GGSN. The GGSN shall mark the related PDP context as invalid.

When the SGSN receives a GTP‑U PDU from the RNC for which no PDP context exists, the SGSN shall discard the GTP‑U PDU and send a GTP error indication to the originating RNC. The RNC shall locally release the RAB.
GGSN Failure (ref. 3GPP TS 23.060 [1] clause 13.8.3)

When the GGSN receives a GTP‑U PDU for which no PDP context exists, it shall discard the GTP‑U PDU and return an error indication to the originating SGSN. The SGSN shall mark the related PDP context as invalid and send a Deactivate PDP Context Request message to the MS. The MS may then reactivate the PDP context.
RNC Failure (ref. 3GPP TS 23.060 [1] clause 13.8.6)

When the RNC/BSC receives a GTP‑U PDU from the SGSN for which no RAB context exists, the RNC/BSC shall discard the GTP‑U PDU and return a GTP error indication to the originating SGSN. The SGSN shall locally release the RAB. The SGSN should preserve the associated PDP context. The SGSN may initiate the RAB Assignment procedure in order to re-establish the RAB.
6.10.1
SGSN controlled bearer optimisation


If direct tunnel is enabled and GGSN sends GTP error indication, RNC just releases the RAB locally. If RNC sends error indication then GGSN marks the PDP context as invalid.  As SGSN does not receive the error indication this may cause PDP context hanging in the SGSN for some period of time.
SGSN recovers from the error when one of the following occurs:

1) When RNC receives GTP-U error indication for the last RAB of the Iu connection, then Iu release procedure is executed.
2) If UE tries to send data through the PDP context then MS initiated Service Request for data is received by SGSN at the point when all RABs are established already according to SGSN. Then SGSN need to check status of PDP context from GGSN by sending PDP context update message. If GGSN does not know the PDP context any more it need to be released also from UE by sending Deactivate PDP Context Request to UE.

3) New RABs are established. List of all RABs (also existing ones) are signalled between RNC and SGSN. If RNC responds that some RAB does not exist anymore then SGSN detects the situation and releases PDP context to UE.

4) The inactivity timer expires in RNC and Iu connection is released. Released RAB list is received in Iu release procedure.  As described in sub clause 6.3.1 whenever the RAB assigned for a PDP context is released  GTP-U tunnel is established between the GGSN and SGSN in order to be able to handle the downlink packets. At this point SGSN gets error response from GGSN if the PDP context does not exist in the GGSN.
6.10.2
GGSN Bearer relay

To be described.

6.10.3
GGSN Proxy

To be described.

6.11
Firewalls towards external inter-operator networks

To be described.

6.11.1
SGSN controlled bearer optimisation


In this solution ddirect tunnel between RNC and GGSN is not used in roaming cases, therefore it does not change external inter-operator interfaces. User layer (and control layer) goes from VPLMN’s SGSN through Border Gateway to HPLMN’s GGSN. Border Gateways include firewall.
6.11.2
GGSN Bearer relay

To be described.

6.11.3
GGSN Proxy

To be described.

6.12
Network separation and topology hiding


All solutions require that user plane IP addresses of RNCs are visible to Gn network.

There need to be ATM capable IP router in between ATM based Iu network and Gn network as shown in Figure 6.7.1-2. If IP based Iu-PS is used then standard IP router need to be in between the Iu and Gn networks as shown in Figure 6.7.1-1.

This is minor security drawback, but it applies to all solutions. The risk could be reduced by using firewall between Iu and Gn networks instead of simple router. Only IP traffic to predefined IP-addresses/ports from predefined addresses/ports would be allowed between Iu and Gn networks.

6.12.1
SGSN controlled bearer optimisation


Only IP traffic from predefined addresses/ports to predefined addresses/ports is allowed between Iu and Gn networks.
6.12.2
GGSN Bearer relay

To be described.

6.12.3
GGSN Proxy

To be described.

6.13
Traffic routing in Core Network

6.13.1
SGSN controlled bearer optimisation


With this solution most of  the user layer traffic is by passing SGSN. It is recommended that a IP router connects Iu and Gn networks as shown in Figure 6.7.1-1.
6.13.2
GGSN Bearer relay

To be described.

6.13.3
GGSN Proxy

To be described.

6.14
CAMEL support

6.14.1
SGSN controlled bearer optimisation


Direct tunnel is not enabled for a subscriber that has controlling CAMEL services active. Standard two tunnels are established in the case.

6.14.2
GGSN Bearer relay

Editors Note: Text from S2-061620 can be used as basis.
6.14.2
GGSN Proxy

Editors Note: Text from S2-061695 can be used as basis.

6.15
Lawful Interception support

6.15.1
SGSN controlled bearer optimisation


Direct tunnel is not enabled for a subscriber that has active a request to collect communication content from SGSN. Standard two tunnels are established in the case.
6.15.2
GGSN Bearer relay

To be described.

6.15.3
GGSN Proxy

Editors Note: Text from S2-061695 can be used as basis.
6.16
Charging support

6.16.1
SGSN controlled bearer optimisation


Direct tunnel is not enabled in the roaming case when the visited network need to provide local charging functions. Standard two tunnels are established in this case.
6.16.2
GGSN Bearer relay

To be described.

6.16.3
GGSN Proxy

To be described.

6.17
Legacy GGSN support

6.17.1
SGSN controlled bearer optimisation


This solution work with any GGSN that support GTP protocol version 1 as defined in 3GPP TS 29.090 [X]. SGSN makes the decision when to establish direct tunnel between RNC and GGSN or use two tunnels, this can be configured  per APN basis.
6.17.2
GGSN Bearer relay

To be described.

6.17.3
GGSN Proxy

To be described.

6.18
Roaming support

6.18.1
SGSN controlled bearer optimisation

Direct tunnel is not used and visited SGSN provide local charging functions roaming traffic as today. This can be configured per APN basis. 

6.18.2
GGSN Bearer relay

Roaming is supported with xGGSN as a relay between VPLMN SGSN and HPLMN GGSN.

6.18.3
GGSN Proxy

The xGGSN acts as an SGSN towards the HPLMN GGSN and Gp interface is used between operators as today.
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