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1. Introduction
In the last several meetings, the necessity for relocation of AGW for LTE_ACTIVE UEs has been discussed. In this contribution, we deal with the issue and show our preference. Text proposal for TR23.882 is available in the Appendix.
2. Architecture
Figure 1 is our view on the SAE/LTE architecture. In the figure, MME and UPE is assumed to be one node and inter-AS MM is assumed as a separate node from MME/UPE. As stated in the SA2 TR23.882, UPE allocates a local IP address from UPE address space for routing of a UE and inter-AS MM plays a gateway functionality to PDN e.g. allocates an IP address for a UE from PDN address space. 
Neighboring ENBs are assumed to have a direct X2 interface in most cases. In addition, border ENBs are assumed to have a S1 interface with MME/UPEs in both sides normally, but we do not exclude the architecture where there is no interface at all. 
Note that in this document, we only consider the relocation of MME/UPE and not inter-AS MM. Thus the IP address of a UE never changes. From now on, the term AGW will refer to MME/UPE without notice.
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Figure 1. SAE/LTE Architecture
3. AGW Relocation
The question is whether to relocate AGW during LTE_ACTIVE state or not. At current stage, no conclusion has been made so far.

The two alternatives are discussed below.

1. No AGW (MME/UPE) relocation during LTE_ACTIVE.

If we consider a full meshed S1 topology, the UE in LTE_ACTIVE state does not have to change its AGW. This means that the AGW relocation is never very urgent. 
On the other hand, if full meshed S1 topology is not possible, routing through a new AGW which has an S1 interface with the target ENB is needed. In this case, the new AGW plays just a relay role, i.e., all the AGW functionality after handover resides still in the sAGW. In this case, the tENB request path switch to the tAGW after successful handover and tAGW relays the request to the sAGW. After this, data path is created between sAGW and tENB through tAGW. Although it takes more time to create a data path between sAGW and tENB, during the time, the data can seamlessly flow through sENB by data forwarding mechanism.
For both cases, we show the data path after handover in Figure 2. Note that in Fig.2 (b), the tAGW does nothing but relaying control and data to and from the tENB.
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Figure 2. Data path after handover
Even though we think the ‘relay’ solution shown in Fig.2(b) can solve the problem completely, at some stage it would be nice to relocate AGW because the delay of the internal traffic starts to become big due to increasing distance between ENB and AGW.

The simplest solution for this delay problem is to move the UE to the LTE_IDLE state as follows:

a) the AGW waits for the traffic inactivity
b) the AGW brings the UE to LTE_IDLE 
c) when there is new UL/DL data, the UE is moved to the LTE_ACTIVE. This leads to the automatic relocation of AGW.

In this solution, the UEs in LTE_ACTIVE state do not change their AGW. Whenever the network needs to relocate the AGW, e.g. because of delay build-up or limited connectivity between ENB and AGW, the network forces the UE to LTE_IDLE state and then UE re-connects to the new AGW. This will minimize the usage of ‘relay’-ed connection shown in Fig.2(b). 

Considering the requirement for transition time from LTE_IDLE to LTE_ACTIVE is less than 100ms this solution looks plausible. 

2. AGW (MME/UPE) relocation during LTE_ACTIVE
If full meshed S1 topology is not possible, e.g. due to some O&M reasons such as the restriction of the number of ENBs that can be connected to one AGW, the above described ‘break and reconnect’ solution may not work well because there will be cases for little traffic inactivity at the border; e.g. consider a user watching a world cup soccer in a fast train. In this case, though ‘relay’ solution can be used, one may want to relocate AGW during LTE_ACTIVE state for routing optimisation. 
In this case, it is best to align the intra- and inter-AGW handover scheme as much as possible. The possible solution would be to relocate AGW (L3 handover) after reception of PATH SWITCH message, because the AGW is first contacted by PATH SWITCH message after UE has successfully connected to the target ENB (L2 handover). This is depicted in Figure 3. Note that it only adds one more step Fig.3(c) to ‘relay’ solution shown in Fig.2(b). 
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Figure 3. AGW Relocation during LTE_ACTIVE
Considering Inter-AS MM is always in the data path, the gain obtained by routing optimisation seems not critical and it seems that the relocation is best to be avoided. 

· Proposal 1: It is proposed that the relocation of AGW (MME/UPE) during LTE_ACTIVE state is avoided.
· Proposal 2: As an alternative, if direct S1 interface is not available, forcing the UE to LTE_IDLE (break-and-reconnect solution) can be used based on traffic inactivity. Otherwise, if there is not enough traffic inactivity and relocation is urgent, ‘AGW-relay’, keeping the serving AGW, can be used.

6. Conclusion

In this document, we have discussed the relocation of MME/UPE during LTE_ACTIVE state. It is proposed that the relocation is best to be avoided. As an alternative if full meshed S1 interface is not available, it is proposed to force the UE to LTE_IDLE based on traffic inactivity. For the case where there is not enough traffic inactivity and relocation is urgent, ‘AGW-relay’ solution is also proposed.
Text proposal for TR23.882 is available in the following Appendix.
Appendix: Text proposal to TR23.882

7.15
Key Issue: Intra LTE-Access-System inter MME/UPE handover in the active mode

7.15.1
Description of Key Issue
This key issue is about whether it is advantageous to perform an inter-MME/UPE handover in case of an intra-LTE handover, and studies different solutions that can solve this problem.
NOTE:
This key issue partially overlaps with key issue Intra LTE-Access-System handover. It is intended to merge the two key issues once the key issue Intra LTE-Access-System handover is described in this TR.

NOTE:
Depending on the key issue of UP/CP separation, this key issue can be divided into inter-UPE handover and inter-MME handover.

7.15.2
Solution for key issue
7.15.2.1
Alternative 1

7.15.2.1.1
Description
This solution proposes to perform inter-MME/UPE handover in LTE_ACTIVE mode when:

-
a UE moves a significant distance from its current MME/UPE, and when

-
the active communications are not delay-sensitive.

Whether inter-MME/UPE handoffs for active UEs with delay-sensitive communications are desirable remains FFS.

Proposed Solution:

Inter-MME/UPE handoffs can be achieved through a common 'user plane anchor' as illustrated in Figure 7.15-1.
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Figure 7.15-1: Intra LTE-Access-System inter-UPE/MME handover
Possible approaches to handle inter-MME/UPE mobility in this solution can be Mobile IP, NETLMM, etc.

This solution proposes different handoff procedures depending on the type of communications active on the UE at the time of crossing a MME/UPE service area.

Procedure for UEs with non-delay sensitive communications (see Figure 7.15.2):

-
When the UE crosses a MME/UPE service area boundary, an inter-MME/UPE handover is performed. A new MME/UPE is selected in the new service area in the same way as in LTE_IDLE mode mobility. This type of mobility management is sufficient for terminals without delay sensitive communication requirements. Figure 7.15.2 illustrates how MME/UPE is re-selected for UEs with non delay-sensitive communication.
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Figure 7.15.2: MME/UPE selection for Active UE with non delay-sensitive traffic

Procedure for UEs with delay sensitive communications (see Figure 7.15-3):

-
If direct S1 interface between original MME/UPE and new LTE-RAN is available:


When the UE crosses a MME/UPE service area boundary, the original MME/UPE is maintained and the handoff is performed to a LTE-RAN entity in the new service area. This is enabled by the S1-flex concept. Only when the UE goes into LTE_IDLE state, the UE re-registers with a MME/UPE in the new service area. As part of this process, a new MME/UPE is selected in the new service area. This type of mobility management is suitable for delay-sensitive communication (e.g., VoIP), since any perceivable disruption due to MME/UPE re-selection is avoided. Figure 7.15-3 illustrates how MME/UPE is re-selected for UEs with delay-sensitive communication.

[image: image6.emf] 

LTE  -  RAN  

Entity 1  

LTE  -  RAN  

Entity 2  

LTE  -  RAN  

Entity 3  

MME/UPE   MME/UPE  

I.AS Anchor   I.AS Anchor  

LTE  -  RAN  

Entity 4  

LTE  -  RAN  

Entity 5  

MME/UPE  

MME/UPE   Service Area 1  

UE1   UE1   UE1   UE1   UE1  

MME/UPE   Service Area 2  

S1 - flex  

UE switches to  LTE_IDLE  mode   


Figure 7.15-3: MME/UPE selection for an Active UE with delay-sensitive traffic

Since this alternative solution does not intend to change the signalling sequence for intra-LTE-Access-System inter-MME/UPE handover in LTE_ACTIVE mode, detailed signaling sequences are not provided.
-
If direct S1 interface between original MME/UPE and new LTE-RAN is not available:

If full meshed S1 topology is not possible, routing through a new MME/UPE which has an S1 interface with the target LTE-RAN is needed. In this case, the new MME/UPE plays just a relay role, i.e., all the MME/UPE functionality after handover resides still in the original MME/UPE. Upon reception of the PATH SWITCH REQUEST, the new MME/UPE relays the request to the original MME/UPE. After this, data path is created between original MME/UPE and target LTE-RAN through proxy MME/UPE. Although it takes more time to create a data path between original MME/UPE and target LTE-RAN, during the time, the data can seamlessly flow through source LTE-RAN by data forwarding mechanism. Figure 7.15-4 shows the data path after successful handover.

This requires additional signalling between original and proxy MME/UPEs in achieving ‘relay’ functionality. However it has no impact on the handover procedure on S1 interface and LTE-RAN nodes.
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Figure 7.15-4: Relaying MME/UPE for an Active UE with delay-sensitive traffic
NOTE:
This approach does not preclude that several MME/UPEs serve the same service area as discussed in the key issue on redundancy and load sharing.

7.15.2.1.2
Impact on the baseline CN Architecture

Editors Note:
It is FFS whether there is any particular impact.

7.15.2.1.3
Impact on the baseline RAN Architecture

Editors Note:
It is FFS whether there is any particular impact.

7.15.2.1.4
Impact on terminals used in the existing architecture
Editors Note:
It is FFS whether there is any particular terminal impact.

7.15.2.2
Alternative 2
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