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1
Introduction

This contribution presents alternative solutions for key issue IP connectivity with multiple PDNs, including which of those solutions are applicable to each of the use cases. Two of the current use cases are also redefined.
2
Proposal
The following changes are proposed to sections 7.10:
**** Start of changes ****

7.10
Key issue – IP connectivity with multiple PDNs

7.10.1
Description of Key Issue – IP connectivity with multiple PDNs

According to 3GPP UMTS standards, the scenario where the UE has access (either concurrently or successively) to several Packet Data Networks or Service Domains is possible, using one or more GGSNs as requested by the MS. Each PDN/Service Domain is identified by an Access Point Name (APN) as defined in TS23.003. The SGSN resolves the APN to an address that identifies a GGSN, and the GGSN can resolve the PDN/Service Domain. If that GGSN is unavailable, the APN name resolution normally provides a second choice GGSN address.. In the following, the term IP Gateway is used to describe the function with the capability of connecting with PDNs/Service Domains.

This key issue clarifies whether the UE will have a relation to a single or multiple IP Gateways in order to obtain concurrent connectivity to several PDNs/Service Domains, and whether one or multiple IP addresses are provided by an IP Gateway.
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Figure 7.10-1: Multi-APN support in pre-SAE/LTE access systems

It should be studied whether and how the SAE architecture can support the following non-exhaustive list of use cases, or combination of use cases:

1.
UE accesses a single PDN: This is not a use case involving multiple PDNs/Service Domains, but is included for the purpose of comparisons with the solutions presented in other use cases.
Assumptions: It is anticipated that a UE will typically have connectivity to only a single PDN at a time. This always-on IP connectivity is enabled by establishing a basic IP service during the Network Attachment procedure.

2.
UE accesses both IPv4 and IPv6 PDNs: A UE could access both IPv4 and IPv6 PDNs/Service Domains, e.g. if IPv4 and IPv6 traffic is routed from the uE to IPv4 and IPv6 server clusters in different physical locations.
Assumptions: It is anticipated that support of concurrent IPv4 and IPv6 service usage is still needed because of legacy IPv4 support and new IPv6 services.

3.
UE accesses PDNs with common address space: A UE could use the LTE/SAE access system for access to services of an independent service provider, while using the UE for IMS based telecommunications such as phone calls and also being connected to the Internet. All of those PDNs could be reachable using the same globally routable IP address allocated to the UE by the LTE/SAE access system.
Assumptions: It is anticipated that access to corporate services needs to be securely separated.
4.
Corporate PDN and other services in separate trust domains: When using the LTE/SAE access system available in corporate premises or working remotely away from the corporate site, a corporate employee may access corporate services. This corporate traffic should remain securely separated from other PDNs/Service Domains such as IMS based telecommunications including phone calls, public Internet, or Device Management to the UE performed by the home operator. Additionally, the operator trust domain should be preserved in order to secure charging and LI.
Assumptions: It is anticipated that access to corporate services needs to be securely separated.
5.
UE mobility between access systems: UE mobility between access systems such as LTE, 2G/3G or I-WLAN, or between operators.
Assumptions: It is anticipated that mobility between 3GPP access systems and between 3GPP and non-3GPP access systems needs to be efficiently supported. The detailed performance requirements are described in other key issues.
6.
Roaming cases: In some roaming cases, the UE could use the VPLMN for access to visited network services such as public Internet or IMS emergency sessions (for pre-SAE/LTE access systems TR 23.867 requires a globally dedicated APN), while operator services can also be provided in the HPLMN.
Assumptions: It is anticipated that the home network informs the current visited network of the UE about whether access to local PDNs other than the PDNs connected to the home network, including visited services or local breakout, is supported. The allowance of the access to the visited services and/or local breakout is based on agreements between the visited and home operators, and the user’s subscription.

7.
Separate private address spaces: Some of the PDNs/Service Domains may use private address spaces instead of public addresses.
Assumptions: It is anticipated that the private address spaces of the multiple PDNs/Service concurrently accessed by a UE may overlap with each other.
Based on the above use cases, concurrent access to several PDNs/Service Domains appears to be required in SAE.

Consistent behaviour for applications across different access technologies should also be considered.

The configuration describing the connectivity of a UE to a set of PDNs/Service Domains may be received from the HSS/HLR, pre-configurations in the IP Gateway, by mediation of PCC mechanisms, or a combination of these mechanisms.

The UE need not be aware of the default configuration that provides default PDN/Service Domain connectivity to the UE, but the UE may request a configuration to be used instead of that default configuration for other connectivity than the default PDN/Service Domain. The use of configuration other than the default configuration depends upon operator configuration and the user's subscription.

7.10.2
Solution for Key Issue IP connectivity with multiple PDNs

7.10.2.1
Working Assumptions

When the UE operates using multiple PDNs there will be only one UPE in the evolved packet core per UE that terminates user plane protocols for header compression and ciphering, and initiates paging.

Regarding the proposed solution alternatives, the following concerns should be considered due to the working assumption above;

· Under the assumption above the user plane data for UEs connected to multiple PDNs may for some PDNs be routed via two user plane nodes in the evolved packet core network as opposed to one node in the single PDN case.

· Depending on migration, deployment scenarios and performance there may be a need to perform functions like charging, policing etc. in the nodes terminating the Gi interface.

· For proposed solutions relying on MIP4 (RFC 3344) and MIP6 (RFC 3775) on the S5/S8 reference points this working assumption implies that the UPE shall support both IPv4 and IPv6. This is not needed if dual-stack MIPv6 is used. 

· The UPE (terminating ciphering etc.) will be selected when the UE connects to the first PDN (i.e. at Attach). The UPE may be optimised for that PDN (e.g. it may be combined with a IASA, and be a complex node that supports Flow Based Charging, content control, etc, for services such as MMS/IMS). If a second PDN connection is needed for access to, for example, a corporate customer using end-to-end encryption and high-volume traffic, the same node has to be reused, while in a multiple UPE scenario, a different and less complex UPE and IASA could be used for this second PDN connection.

· The use of a single UPE per UE may cause the UPE to be moved physically closer to the radio interface than current GGSNs. The impact of this on operators is unclear. This should be considered as part of the migration discussion.

The assumption and the detailed functional allocation between the different user plane nodes will be further elaborated with the addition of more use cases for multiple PDNs. 

7.10.2.2
Solution alternatives

7.10.2.2.1
Introduction

This chapter is a work in progress. It is FFS how the solutions interwork with pre-SAE systems.
It is important that the solutions to use cases minimize the complexity of the mechanisms required for managing multiple configurations and contexts in the UE and the network, which currently involves multiple APNs and PDP addresses in the UE.
IP connectivity with multiple PDNs to each of the described use cases can be provided with one or more of the following solution alternatives. In the following, the IP Gateway provides IP point of attachment for the IP address of the UEs that is used for user data traffic with a PDN. Depending on the solution to the key issue Functions in the evolved packet core, this may imply that IP Gateway is in an entity containing any inter access system mobility anchor functionality, i.e. 3GPP Anchor and/or SAE Anchor (FFS). This definition implies that a VPN gateway in a corporate PDN is by default not an IP Gateway unless it is co-located with a functional entity of the Evolved Packet Core that allocates addresses, such as an SAE anchor.

The solution alternatives presented in this section are grouped into two categories: Network based solutions, and Terminal based solutions.

The solution alternatives presented for each use case in the following section are grouped into two or three parts that can be more generally described as traffic separation in different parts of the system, and are different from the above categories. A complete solution to a use case shall need to provide for both selection of the PDN, and routing of user data traffic from the UE to the PDN. The latter may imply that the UE IP address is allocated from the IP address space of the PDN (e.g. in case of private IPv4 addresses).
Furthermore, in use cases 3 and 4 it is necessary to provide secure separation of the corporate traffic from the operator services traffic. All solution alternatives require separation in the terminal. It is FFS whether the solution alternatives that are not based on secure tunneling between the UE and a corporate controlled VPN gateway can provide sufficiently secure separation in the network.
7.10.2.2.2
Network based solutions

In network based solutions, the UE is not aware of different PDNs (but is aware of the IP version, which is not a PDN) and all traffic separation is done within the Evolved Packet Core.
· 
· Network policies are applied in the SAE/LTE user plane entities to select appropriate PDN for the particular UE or IP flows, and to route the traffic between the UE and the PDNs, while allowing the UE to access multiple PDNs using only its default IP access service. One or more of the following solution components can be used:

Note:
This solution in itself does not support connectivity in case the IP addresses allocated to the UE are not routable between the UE and a particular PDN.
1. Single APN configuration: The term Single APN signifies access to one or more PDNs/Service Domains from the UE point of view (and may include traffic separation rules) supporting all types of PDNs, i.e. Operator PDN, Corporate or Private PDN and also Public Internet PDN. This allows the connectivity for a UE to be provided using only one APN which has the same structure as APN in the IP Gateway. User data traffic separation into the different PDNs can be performed in the network and be transparent to the UE when the PDNs are within a shared address space.
2. Network based selection of the PDN or single APN configuration to be used for the UE in the IP Gateway based on subscription information, or potentially by policy control means. Allowed access for the UE can be defined per APN.

3. The use of APN for differentiation between services can be avoided with the use of operator policies on QoS and flow based charging. In the case of non-tunneled and VPN tunnelled traffic in the UE with the use of split tunnelling, operator policies can be applied in conjunction with forced routing to specific next-hop routers for traffic separation.
4. Single IPv4 and IPv6 access service supporting concurrent IPv4 and IPv6 addresses and service usage for dual stack terminals. When used, this saves network resources and removes the need for UE to select the correct access service depending on the IP version. The UE is aware of the IP version(s) supported by each access service.
5. UE indication of IP version of access service to the IP Gateway when establishing a new SAE bearer service, i.e. whether the IP access service is IPv4, IPv6 or both. This allows the IP Gateway to make the correct mapping between the SAE bearer and the PDN.

6. IP access service via SAE anchor node(s) for mobility between 3GPP accesses when the SAE capable UE is in pre-SAE/LTE 3GPP access system and the SAE anchor(s) is available, and not towards pre-SAE/LTE GGSN. This allows the UE to make handovers between 3GPP access systems so that the handling of sessions is compatible with SAE/LTE access system and without the need to transfer network policies between SAE/LTE user plane entities.
Note:
This has dependencies with key issue 7.8.2
7. IP access service via SAE anchor node(s) for mobility between 3GPP and non-3GPP accesses when the SAE capable UE is in non-3GPP access systems and the SAE anchor(s) is available. This allows the UE to make handovers between 3GPP and non-3GPP access systems so that the handling of sessions is compatible with SAE/LTE access system and without the need to transfer network policies between SAE/LTE user plane entities.
Note:
This has dependencies with key issue 7.8.3
· 
· NAT between the UE and the external PDN in case different address types and/or ranges are used. NAT enables also access to multiple private PDNs and address spaces at the same time. Internet PDN uses public IP addresses, whereas operator and corporate/private PDNs may use private or public addresses. NAT-PT enables interoperability between IPv6 and IPv4. The NAT functionality may be provided in the IP Gateway, or in the external PDN:
Note:
This solution in itself may support connectivity to certain types of PDNs (i.e. certain use cases) over default IP access service, but may also be used in combination with other solutions, e.g. Network policies.
1. NAT in the IP Gateway can improve service access by providing to the UE all services, including corporate services via e.g. L2TP tunnel, within the operator PDN IP address space.
2. NAT in the external PDN implies different operator and external PDN address spaces.
Note 1:
Awareness of NAT in the UE and effects to network management need to be 
considered.
Note 2:
 Generally mandatory usage of NAT and NAT like devices is discouraged due 
to various concerns, some of which are documented in the TR 23.981.
Note 3: 
Effects of NAT at application layer and effective means for traffic steering need to be considered.

7.10.2.2.3
Terminal based solutions

In terminal based solutions, the UE is aware of different PDNs and is able to select a PDN and separate traffic between PDNs e.g. by selecting a particular address, interface, or SAE access bearer. In case of routing the traffic in the Evolved Packet Core by the use of mobility protocol/tunnel, the UE still needs to make the initial PDN selection.
· UE selection of PDN independently of mobility protocol/tunnel. Such selection is performed only for traffic to PDNs that needs to be handled differently from the default IP access service traffic. One or more of the following solution components can be used:

Note 1:
The UE needs to have PDN awareness, i.e. ability to map identifiers of certain services into the PDN.

Note 2:
This solution in itself may support connectivity to certain types of PDNs (i.e. certain use cases) over default IP access service, but may also be used in combination with other solutions, e.g. Tunnel terminating IP Gateway.
1. UE indication of a specific APN to the IP Gateway, e.g. if needed for emergency session.

2. Routing of IP packets in the UE between applications and IP connections in order to handle overlapping IP address spaces, or service access over multiple network interfaces.
3. Network based VPN similar to specifications in TS 29.061 and TS 29.161. In this case specific APNs may be required.
· VPN client in UE with support for NAT traversal on top of LTE/SAE access to establish a secure tunnel to a Corporate or Private PDN. The client can use split tunnelling by downloading specific network routes that allow it to route only the Corporate or Private PDN traffic to the tunnel. The VPN client establishes a secure tunnel between the UE and a corporate controlled VPN gateway, which is not by default an IP Gateway as the term is used in this key issue. However, the VPN gateway may be an IP Gateway e.g. if it provides a secure mobility tunnel in an operator mobility anchor point.
1. 
· 
· Tunnel terminating IP Gateway may be used by routing the user plane via the specific IP Gateway for the PDNs/Service Domains that are directly routable using the IP address allocated to the UE. The IP Gateway functionality (IP address allocation, PCEF functions including charging, and Lawful Intercept) may be provided in various entities, which may be associated with a particular type of mobility protocol/tunnel (mobility anchor functionality for 3GPP as well as non-3GPP accesses). The terminal needs to map the applications to the appropriate PDN connection, even if the addresses used in the different PDNs coincide.
The simultaneous use of the different types of Tunnel terminating IP Gateways listed below may be possible (FFS).
Note 1:
The UE needs to have PDN awareness, i.e. ability to map identifiers (e.g. destination IP addresses) of any service into the mobility tunnel used for that PDN.

Note 2:
User plane is always routed via the tunnel end point, and the UE needs to support at least one IP Address per tunnel.

Note 3:
It is assumed that an individual IP Gateway can support access to multiple PDNs, and in the case of separate IP Gateways (including those of external corporations), they may be operated by the network operator. 

Note 4: 
This solution does not require the use of MIP protocol for connectivity to multiple PDNs from 3GPP access systems, but MIP is used in one of the possible mechanisms within solution since it provides also mobility for UE sessions in case of handovers with non3GPP accesses.
1. Evolved GGSN, with evolved GTP tunnel. In this case, IASA/UPE assigns an IPv4 or IPv6 address to the terminal from the PDN address space. This address is independently chosen in each PDN taking into account preference indicated by the UE. The same IASA/UPE may provide connectivity to more than one PDNs allowing only a single IASA/UPE connection to be used in most cases. Otherwise multiple gateway IASA/UPE nodes and a single SGSN or LTE serving IASA/UPE node are used, with GTP tunnelling of user plane traffic between them. It is FFS how comprehensively multiple PDN connectivity needs to be supported in non-3GPP . If needed, a solution with an instance of Mobile IP Home Agent in the IP Gateway for each PDN can be used.
2. Mobile IP (MIP) Home Agent (HA), with MIP tunnel. In the non-roaming case, the usage of MIP tunneling is required for PDNs that may not be reached by means of the default IP access service, i.e. if the UPE has no direct access to those particular PDNs. In this case, the MIP HA allocates a MIP Home Address (HoA) to the UE from the PDN address space, the UPE allocates a MIP Care-of Address (CoA) from the UPE address space, and the user plane is routed using MIP tunnelling. Both MIP4 and MIP6 may be supported simultaneously (requiring dual stack UPE and two mobility management protocols), or DS MIP6 may be used instead. In general, there may be one MIP HA for each external PDN in parallel.
3. Global mobility anchor, with a local mobility protocol used for global mobility as defined in key issue 7.8.3. In this case, user plane is routed via a common local mobility anchor and the specific global mobility anchor for that PDN/Service Domain. The global and local mobility anchors utilize a local mobility management protocol such as Proxy MIP (P-MIP). In this case, the MIP HA allocates a HoA to the UE from the PDN address space, the P-MIP Client in the UPE allocates a CoA from the UPE address space, and the user plane is routed using P-MIP tunnelling. UE can get the HoA using P-MIP signalling at network attachment, or using an explicit PDN IP address request.
7.10.2.2.4
Architectural comparison of solution alternatives

The below three figures highlight the key differences between the proposed solution alternatives. The MME is not shown to avoid excess complexity in the figures, and for the same reason the anchors have not been drawn as co-located unless it is explicitly necessary for the alternative solution.

The PDNs in the figures are identified only with numbers, and could represent e.g. as the following Service Domains: PDN1: home operator services; PDN2: Internet; PDN3: corporate services; PDN4: visited operator services (including separately identifiable emergency services); PDN5: Internet (Local Breakout); PDN6: corporate services (access in visited network).

The figures show the overall solution alternative concepts for comparison purposes, and are not intended to accurately describe the functionality of the solution alternatives. The dotted lines represent separate access contexts without necessarily implying separate IP addresses. Each duplicated access context represents the change due to a handover between access systems, and not parallel access over multiple access systems.
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Figure 7.10-2: Network policies complemented with UE selection of PDN
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Figure 7.10-3: Tunnel terminating IP Gateway: evolved GGSN
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Figure 7.10-4: Tunnel terminating IP Gateway: MIP HA 
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7.10.2.3 Alternative solutions for the use cases

7.10.2.3.1
UE accesses a single PDN

Alternatives for selecting the PDN:

· Network policies: Network based selection of the PDN or single APN configuration avoids the need for UE to select a particular APN or PDN. The use of NAT can be additionally considered if the PDN is Internet and the UE has been assigned a private IP address or alternatively if the PDN addresses are private and the UE has been assigned a public IP address.

· Tunnel terminating IP Gateway: access to a single PDN may be possible using default IP access service without the need for separate selection, if the UE is in 3GPP access systems or if there is integration of or coordination between the 3GPP and non-3GPP anchors.
1. IP Gateway is evolved GGSN. The IP gateway is selected at network attachment, taking into account user or network preferences such as the preferred IP version.

2. IP Gateway is MIP HA: if default IP access service cannot be used, the UE discovers the proper HA (e.g. through DNS resolution of a service name configured in the UE or received from the network during access authentication), and then performs a MIP registration and receives a HoA. Such a HA may be located in the operator’s domain (e.g. for operator services) or in the external PDN domain (e.g. for access to corporate networks), depending on service scenarios. The UE needs to map subsequent IP flows to the MIP HA or global mobility anchor of the PDN to which the flow is established.

Alternatives for routing user plane traffic from the UE to the PDN:

· Network policies: Operator policies allow routing of traffic based on rules (including single APN configuration) that can be exchanged between operators. If the addressing used in the PDN is different from the address space from which the IP address is allocated to the UE (e.g. PDN utilizes private addresses), this approach is not sufficient to route user plane traffic, unless VPN clients or NATs are used.
· Tunnel terminating IP Gateway: access to a single PDN is possible using default IP access service without the need for a separate tunnel, and the UE can use the IP address allocated by the UPE/IASA, if the UE is in 3GPP access systems or if there is integration of or coordination between the 3GPP and non-3GPP anchors.

1. IP Gateway is evolved GGSN. Tunneling is needed only for 2G/3G access (GTP from/to the SGSN); MIP tunneling can be used for non-3GPP access.

2. IP Gateway is MIP HA: in case of mobility with non-3GPP accesses, MIP tunnelling can be avoided if the UPE is on the same IP subnet of a HA (e.g. by collocating of the HA and UPE, or by PMIP signalling between them). The MIP functionality in a UE remaining within a 3GPP access is “dormant” and only awakes when the UE moves to the non-3GPP access, in which case a MIP tunnel is instantiated between the HA and the CoA in the non-3GPP access.
An IP tunnel mechanism may be needed between a HA in an operator’s domain and a PDN if there is no proper IP routing to the PDN (e.g. private address space in external PDN). A mechanism (e.g. private IP default address) may be needed to enable proper IP routing to the PDN if the HA is in the external PDN domain.

7.10.2.3.2
UE accesses both IPv4 and IPv6 PDNs

Alternatives for selecting the PDN:

· Network policies: Network based selection of the PDN or single APN configuration avoids the need for UE to manage IP version specific APNs or PDNs. Single IPv4 and IPv6 access service is used if the UE and network support both IPv4 and IPv6 within the same access service. Otherwise, UE indication of IP version is used if the UE and network support only separate IPv4 access service and IPv6 access service.

· Tunnel terminating IP Gateway: UE needs to select a mobility tunnel that supports the IP version.

1. IP Gateway is evolved GGSN, UE selects appropriate PDN connectivity based on IP version.
2. IP Gateway is MIP HA: UE selects the mobility protocol (DS-MIPv6, MIPv4 or MIPv6) based on destination IP address and UE capability.

Alternatives for routing user plane traffic from the UE to the IP version specific PDN:

· Network policies: Single APN configuration allows routing of traffic based on configuration that can be exchanged between operators. The access service can be mapped to the IP version specific PDN based on the UE indication of IP version or selection of single IPv4 and IPv6 access service.

· Tunnel terminating IP Gateway: according to the mobility mechanism.

1. IP Gateway is evolved GGSN. The IP version does not affect the routing/tunnelling mechanism since GTP supports both IPv4 and IPv6. For non-3GPP access, DS-MIPv6 can be used as an alternative to implementing both MIPv4 and MIPv6.
2. IP Gateway is MIP HA: In case of DS-MIPv6 support (without dual-stack UPE), HoA can be IPv4 or IPv6 but signaling is always MIPv6 and MIPv6 is used to access PDNs with both IPv4 (private/public) and IPv6 addresses (extensions specified in draft-ietf-mip6-nemo-v4traversal-01). In case of MIPv4 and MIPv6 at the UE (and dual-stack UPE), MIPv4 is used if the PDN address is IPv4 (private or public) and MIPv6 is used if the PDN address is IPv6. This solution requires two different mobility mechanisms in the UE.
7.10.2.3.3
UE accesses PDNs with common address space
Alternatives for selecting the PDN:

· Network policies: Network based selection and Single APN configuration allow connectivity to multiple non-corporate PDNs using default IP access service to the same IP Gateway.
· UE selection of PDN can be used in addition to Network policies, including UE indication of APN if mandated by 3GPP, e.g. in the case of emergency sessions.

· 
· Tunnel terminating IP Gateway: UE uses the default mobility tunnel associated with the gateway to different PDNs.

1. IP Gateway is evolved GGSN. The default gateway selected during attachment provides connectivity to PDNs that use the same address space as the LTE/SAE UEs.
2. IP Gateway is MIP HA: selection as in use case 1.

Alternatives for routing user plane traffic from the UE to the different PDNs:

· Network policies: Single APN configuration and operator policies allow routing and policing of traffic based on configuration that can be exchanged between operators and can therefore be verified to be compatible with their mutual trust requirements, while ensuring predictable traffic handling.

· Tunnel terminating IP Gateway: according to the mobility mechanism.
1. IP Gateway is evolved GGSN: Traffic tunnelled to the default gateway.
2. IP Gateway is MIP HA: UE accessing  the PDNs from a 3GPP access system uses the default IP address (also CoA) received from the UPE, and UE accessing the PDNs from a non-3GPP access system uses MIP tunnel and a HoA assigned by the operator.
7.10.2.3.4
Corporate PDN and other services in separate trust domains

Alternatives for selecting the PDN:

· Network policies: Network based selection and Single APN configuration allow connectivity to multiple non-corporate PDNs using default IP access service to the same IP Gateway. If the addressing used in the PDN is different from the address space from which the IP address is allocated to the UE (e.g. PDN utilizes private addresses), this approach is not sufficient to route user plane traffic, unless VPN clients or NATs are used.
· UE selection of PDN can be used in addition to Network policies, including UE indication of APN if mandated by 3GPP, e.g. in the case of emergency sessions.

· VPN client in the UE is used in addition to Network policies for identifying traffic to/from the corporate PDN.
· Tunnel terminating IP Gateway: UE needs to select the mobility tunnel associated with the corporate and other PDNs.

1. IP Gateway is evolved GGSN: The first (default) gateway is selected during attachment. When connectivity to an additional PDN is requested, a new gateway selection is performed if needed (using an evolved and optimised mechanism of the existing PDP context activation procedures).
2. IP Gateway is MIP HA: selection as in use case 1.

Alternatives for routing user plane traffic from the UE to the corporate PDN and other services:

· Network policies: Single APN configuration and operator policies allow routing and policing of traffic based on configuration that can be exchanged between operators and can therefore be verified to be compatible with their mutual trust requirements, while ensuring predictable traffic handling.

· Tunnel terminating IP Gateway: according to the mobility mechanism.
1. IP Gateway is evolved GGSN: Traffic tunnelled to the appropriate gateway.
2. a) IP Gateway is MIP HA: if UE uses LTE access in corporate premises, it accesses corporate services using the default IP address (also CoA) received from the UPE in the corporate network, and accesses operator controlled services through a HA, using MIP tunnel and a HoA assigned by the operator. The HA can be in the operator or corporate network, and proper IP routing is needed (e.g. IP tunnelling) between the networks.
2. b) IP Gateway is MIP HA: for UEs outside corporate premises, if the HA is in the corporate network, proper IP routing is needed between the UE CoA and the HA. If the HA is in the operator network, IP tunnelling is needed between the HA and the corporate network, with related binding mechanism in the HA between the MIP tunnel and external IP tunnel.

7.10.2.3.5
UE mobility between access systems
Alternatives for ensuring that the PDN selection does not change unnecessarily due to the mobility events:

· Network policies: Single APN configuration avoids the need for the UE to manage APN configurations specific to the mobility anchors involved in the handover. IP access via a common SAE mobility anchor allows control over the sessions to be compatible with the SAE access system. If UE can use 3GPP and non-3GPP accesses in parallel, only a common 3GPP anchor is used. If operator has only non-3GPP access systems, only a common non-3GPP anchor is used. If the 3GPP and non-3GPP anchors are integrated, or if the same mobility mechanism is used for 3GPP and non-3GPP mobility, both common 3GPP and non-3GPP SAE anchors are used.

· Tunnel terminating IP Gateway: UE needs to maintain the mapping between service identifiers and the mobility tunnel across handovers.

1. IP Gateway is evolved GGSN: separation of traffic into different GTP mobility tunnels per PDN connectivity when the UE is in 3GPP access systems is not affected by mobility events. MIP protocol is used only when the UE is in non-3GPP access systems.
2. IP Gateway is MIP HA: selection is not changed by mobility events.

Alternatives for routing user plane traffic from the UE to the PDNs without unnecessary disruption caused by the mobility events:
· Network policies: Single APN configuration allows routing of traffic based on configuration that can be exchanged between operators, and allows connectivity to multiple PDNs from the same IP Gateway or mobility anchor.

· Tunnel terminating IP Gateway: according to the mobility mechanism,.
1. IP Gateway is evolved GGSN: tunnelling to the appropriate gateway
2. IP Gateway is MIP HA: inter-3GPP access system handovers are managed under the IP level and transparent to HAs, without change to the UE IP address. Mobility between 3GPP and non 3GPP access systems is managed by Has so that the UE acquires a new IP address (CoA) in the new access system, and with it performs Binding Update procedures to its HAs. After these procedures, traffic is routed properly to\from the UE and the PDNs.
7.10.2.3.6
Roaming cases

Alternatives for selecting the PDN in the same way regardless of the accessed PLMN:

· Network policies: Network based selection of the PDN or single APN configuration avoids the need for UE to manage APN or PDN configurations specific to the visited network. The use of UE indication of IP version can additionally ensure proper handling of different IP version traffic in the visited network if the IP version support for home and/or visited service access can be pre-configured in the visited network.

· UE selection of PDN can be used in addition to Network policies, including UE indication of APN if both home and visited services are used and if the use of the APN is mandated by 3GPP for that purpose.

· Tunnel terminating IP Gateway: UE needs have consistent mapping between service identifiers and the IP Gateways across network attachments.

1. IP Gateway is evolved GGSN: When connectivity to the PDN is established, the network determines based on subscription and user/operator preferences and configuration whether a gateway in the VPLMN or a gateway in the HPLMN is to be used.
2. IP Gateway is MIP HA or global mobility anchor using Proxy MIP: if roaming in a VPLMN, UE has to perform the same discovery and registration procedures for HA as in the HPLMN. Depending on agreements between operators and related configurations in service name resolution entities, a HA in the HPLMN or VPLMN may be selected. VPLMN HA can be useful for particular services (e.g. emergency services) and in local breakout scenarios. The roaming UE may be able to access PDNs from non-3GPP access systems in the same way as described above for 3GPP access systems.
Alternatives for routing user plane traffic from the UE to the home and visited services:

· Network policies: Single APN configuration allows routing of traffic based on configuration that can be exchanged between operators and can therefore ensure predictable traffic handling.

· Tunnel terminating IP Gateway: according to the mobility mechanism.
1. IP Gateway is evolved GGSN: Tunnelling to the appropriate gateway.
2. IP Gateway is MIP HA: use of MIP tunnels as in use case 1.

7.10.2.3.7
Separate private address spaces
It is FFS whether a solution is needed for this use case. The impacts on network based solutions are FFS.

· Tunnel terminating IP Gateway.
1. IP Gateway is MIP HA: IP flows involving private IPv4 address spaces are in separate MIP tunnels. The IPv4 HoA obtained by the UE is a private IPv4 address belonging to that particular PDN, and this allows non-concurrent access to overlapping IPv4 address spaces. Solution in concurrent access case is FFS.
2. IP Gateway is evolved GGSN: Traffic for each PDN is in a separate tunnel. The UE needs to map packets to the appropriate tunnel even if the addresses used in multiple PDNs are identical.

**** End of changes ****
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