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This paper describes two protocol alternatives to be used on S5b interface in case this interface is standardized. One solution is based on a host mobility protocol (i.e. MIP) and the other on a network based protocol (e.g. PMIP). The latter can be used to avoid MIP tunnel over LTE access radio interface even if UPE and SAE Anchor are separated. 

1. Introduction

One topic that is under discussion in SAE architecture is the separation of 3GPP anchor and SAE anchor. The document S2-06xxxx analyzes the benefits and drawbacks of the separation and proposes the standardization of S5b reference point as a way forward. 
One important open issue that needs to be handled is the protocol that should be used over S5b reference point: this document discusses Mobile IP (MIP) and Proxy Mobile IP (PMIP) as viable solutions for mobility protocol over S5b interface and proposes mandating network based protocol for IPv4 terminals.

2. Discussion 
The document S2-06xxxx has discussed the benefits of separating SAE anchor and 3GPP anchor. Based on this separation, the resulting architecture in the non roaming case is depicted in Figure 1. Note that in the following picture the SGi interface terminates in the Evolved Packet Core bubble since it previously terminated in the IASA but now the IASA is split. The actual termination of the SGi is FFS and is out of the scope of this document.
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Figure 1 – Proposed architecture based on the anchors separation

Based on this architecture the SAE Anchor does not have any functionality that are specific to 3GPP accesses. Therefore, it is important to keep this node as much access independent as possible, in order to avoid duplication of functionality and possibly reuse the node in systems specified in other fora (e.g. TISPAN for nomadicity purposes). This implies that the SAE Anchor is an anchor for IP mobility with some AAA and/or PCC functionality that may be needed to handle authentication and authorization for the employed IP mobility management protocol and possibly transfer some access agnostic policies from PCRF (e.g. charging).
Based on these considerations and based on the fact that the SAE Anchor is the anchor for IP mobility, whereas the 3GPP Anchor is the anchor for mobility within 3GPP systems, mobility protocol on S5b interface should be based on IP layer mobility. Two alternatives seem the most advantageous ones: Proxy Mobile IP [1] and Mobile IP [2]. The use of other network-based mobility protocols is FFS.

Note: in this document we are not discussing the IP version implications on the mobility management protocols. All statements and details are both applicable to IPv4 and IPv6 versions of Mobile IP and Proxy Mobile IP. Some slight differences are covered in the Conclusion section.
Proxy Mobile IP operation
In this section the details of using Proxy Mobile IP on the S5b reference point are described. 
The basic assumption on the usage of PMIP is that the PMIP client resides on the UPE and the PMIP Home Agent resides on the SAE Anchor. Figure 2 depicts the flow of attach and address assignment procedures in case PMIP is used. In case PMIP is used also to handle mobility with non 3GPP accesses, the PMIP client resides in the non 3GPP access network, at the IP gateway where the UE obtains a topologically valid IP address. The details of this scenario are out of scope of this document, since they are specific of S2 interface.
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Figure 2 – PMIP attach and address assignment procedure

1. The UE performs the attach procedure and is authenticated for network access. Note that some details of the attach procedure (e.g. MME registration at the HSS) are not depicted for the sake of simplicity.  

2. After that the network selects a SAE Anchor for the UE. The actual way this selection is performed is out of scope of this document. As an example, the AAA infrastructure may implement an algorithm to dynamically select the SAE anchor to be allocated to the UE, based on load balancing considerations or on connectivity to external PDNs.
3. After that the AAA infrastructure (or any other entity that has performed the SAE Anchor selection) sends the SAE Anchor IP address or the SAE Anchor identifier to the MME/UPE in charge of the UE. This parameter may also be piggybacked in the attach exchange.

4. Based on the SAE Anchor selected, the UE is assigned with an IP address belonging to the address space managed by the SAE Anchor. The actual way of the address assignment procedure is out of the scope of this document; the picture shows an exchange between UE and MME/UPE because UPE may implement some relay functionality for address assignment (e.g. DHCP Relay). Nonetheless, DHCP may be used but the IP address may also be assigned and communicated to the UE during the attach procedure.

5. Based on the address assigned to the UE and the SAE Anchor selected, the UPE sends a PMIP registration message where the Home Address is the IP address assigned to the UE and the Care-of Address is the IP address of the UPE. This information is stored in the Binding Cache of the SAE Anchor, so that the SAE Anchor is aware of the location of the UE and can route the data packets accordingly.

6. Optionally, depending on how the PMIP messages are authenticated and the PMIP keys are distributed, the SAE Anchor may authenticate the first PMIP registration message by means of an exchange with the AAA infrastructure.
After this procedure, the user plane for the UE is established. As highlighted by Figure 3, the downlink packets are tunnelled by the SAE Anchor and forwarded to the UPE. The UPE de-tunnels the packets and forwards them to the UE (after performing its own specific functions, such as ciphering, header compression etc.). On the uplink side, the UE sends the IP packets directly, without any need of tunnelling: the data packets are then tunnelled by the UPE to the SAE Anchor. Finally the SAE Anchor decapsulates them and route them based on standard IP routing. Therefore, if PMIP is used tunnelled packets will never go over the air. 
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Figure 3 – Handling of data packets in the PMIP case
Notice that in this scenario, PMIP is used to avoid tunnel over the air if the UE is in the LTE access. PMIP may be similarly used to handle inter-UPE relocation, if this scenario will be agreed as needed, or handover with non 3GPP access systems. However, this is out of the scope of this paper, since it is part of other key issues of the TR.
Mobile IP operation

In this section details about Mobile IP operations on the S5b interface are provided. The description is based on Mobile IPv6 operation and Mobile IPv6 terminology, but it can be easily adapted for MIPv4 with co-located Care-of Address. Some slight differences are present in case of MIPv4 with Foreign Agent CoA due to the presence of a Foreign Agent in the UPE, but they are not described in this document.
It has to be noted that the focus has been put on MIPv6 since the authors believe that MIPv4 still suffers from some technical issues, and that there will be very few terminals that will implement MIPv4 (e.g. those based on OSs that will not implement MIPv4 like MS Windows). Instead, future versions of these OSs will most probably support MIPv6.

Figure 4 depicts the flow for the procedures of attach and address assignment in case Mobile IP is used.
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Figure 4 – MIP attach and address assignment procedure
1. The UE performs the attach procedure and is authenticated for network access. Note that some details of the attach procedure (e.g. MME registration at the HSS) are not depicted for the sake of simplicity.  

2. After that the network selects a SAE Anchor for the UE. The actual way this selection is performed is out of scope of this document. As an example, the AAA infrastructure may implement an algorithm to select dynamically the SAE anchor to the UE, based on load balancing considerations.

3. After that the AAA infrastructure (or any other entity that has performed the SAE Anchor selection) may send the SAE Anchor IP address or the SAE Anchor identifier to the UE. This parameter may also be piggybacked in the attach exchange. This step is optional since alternatively step 5 may be performed. 
4. The UE is provided with a local IP address; the actual way to perform this operation is out of scope of this document. Possible ways include DHCP and IPv6 stateless address autoconfiguration. This local IP address acts as Care-of Address in following MIP operations.  
5. If step 3 was not performed, the UE must discover the IP address of the SAE Anchor (i.e. the IP address of the Home Agent). The UE may alternatively use a DNS-based scheme [3] or a DHCP-based scheme [4].

6. At this point the UE has the Care-of Address and the HA address. The way it gets the HoA depends on the peculiarities of the protocol version used: 

· if IPsec is used to secure MIPv6 signalling, the solution described in [3] can be used. After that the UE sends a Binding Update with the HoA it has obtained based on [3] and the Care-of Address locally configured; 

· otherwise, the UE sends a MIP registration message without the Home Address, obtaining it in the response message from the SAE Anchor.
7. As for Proxy MIP, the SAE Anchor may need to get in touch with the HSS/AAA server in order to authenticate the MIP registration messages. The need of this procedure depends on how MIP signalling is secured and how keys to authenticate MIP signalling are distributed.
After this procedure, the user plane for the UE is established. Figure 5 depicts how user plane is handled in case MIPv6 or MIPv4 with co-located Care-of Address is used: the downlink packets are tunnelled by the SAE Anchor and forwarded to the UE. The UE de-tunnels the packets and forwards them to the upper layers. On the uplink side, the UE tunnels the IP packets to the SAE Anchor. Finally the SAE Anchor decapsulates them and route them based on standard IP routing.
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Figure 5 – Handling of data packets in the MIP case

MIP may similarly used to handle inter-UPE relocation, if this scenario will be agreed as needed, or handover with non 3GPP access systems. However, this is out of the scope of this paper, since it is part of other key issues of the TR.

3. Conclusion

Based on above discussion it is clear that the usage of Proxy Mobile IP has the following main benefits:

· PMIP avoids the tunnel over the air interface when the UE is in 3GPP accesses.
· PMIP avoids the need of MIP implementation in the UEs. This is important since, due to the several different kinds of terminals that are expected in the SAE timeframe, there will be a large number of UEs that will not implement Mobile IP, in particular non-multimode terminals equipped a single 3GPP, or non 3GPP, wireless interface.

Nonetheless, if coupled with network-based triggers, as a way to enable operator control on terminal operations, and header compression, to reduce the overhead over the air interface, Mobile IPv6 is expected to be a valuable and future proof solution for IPv6-capable terminals (IPv6-only or dual-stack), at least for the following reasons:

· MIPv6 includes native support for route optimization, which could be optionally enabled to minimize end-to-end latency and waste of core network resources for certain kinds of services (e.g. VoIP).
· MIPv6 can be easily extended with multi-homing capabilities, in order to allow multimode UEs to use multiple access technologies at the same time (e.g. sharing of on-going applications/services among available access technologies).
· MIPv6, if extended with the dual-stack functionality specified in [5], can be used to manage mobility across IPv4-only and IPv6-capable accesses. Moreover, it allows dual-stack UEs to communicate with both IPv4-only and IPv6-capable correspondent nodes, making it possible for the operator to deploy a single mobility protocol suitable for multiple mobility scenarios.
4. Proposal

Based on the analysis performed in this document and the conlusions in the previous section, we propose the following working assumptions for protocols on S5b: 
· a network-based mobility solution for IPv4 UEs must be supported, since most OSs for terminals running on IPv4 do not and will not have an integrated MIPv4 client. As a consequence, no need for Mobile IPv4 is foreseen in SAE;
· since in the timescale of large deployments of OSs supporting IPv6 MIPv6 client can be integrated in OSs, MIPv6 should be supported. The impact of MIPv6 tunneling over the air interface can be minimized using ROHC (RObust Header Compression);
· even if MIPv6 should be supported, support for a network-based mobility solution for IPv6 terminals is expected to be useful as well to avoid MIPv6 tunneling over 3GPP access. Nonetheless this option is still FFS, due to the lack of a stable and well understood network-based mobility management protocol for IPv6.
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