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1. Introduction
This contribution proposes text for section 7 “Analysis and identification of dynamic allocation of users to application servers” of TR 23.818
2. Discussion

In the IMS network, the application server is linked to a relevant user through initial filter criteria which is a part of the service profile and each initial filter criteria contains only one entry in the name of the application server. Initial filter criteria are downloaded from the HSS with subscription information and are maintained by O&M. So, there is a limitation that only one application server can be allocated to a user for a specific service (i.e. static allocation of users to the application servers).
As the number of subscriber increases, a single application server would not be adequate for the service. To resolve this problem, in a straightforward approach, subscribers are allocated in a fixed manner over the several application servers which provide the same service. Whenever the operational environment changes (e.g. increase of subscribers) the operator has to adjust the user allocation status in the HSS and this leads to the higher operational cost and poor availability.
More generic IMS approach is that the load distribution is achieved when DNS server returns several IP addresses for each application server names and S-CSCF randomly selects one IP address at the moment when the UE is registered to the S-CSCF. The name of the application server is in SIP URI format and it can be resolved into IP address by querying to the DNS server. However, S-CSCF has to remember the IP address per the user to route subsequent SIP messages correctly while the user is registered to the S-CSCF. Moreover, when the selected application server does not respond, S-CSCF will invoke default handling according to iFC and availability cannot be achieved.
An intermediate load balancer improves the availability as well as the load distribution. Typical load balancer comprises one or more of distributors and processors which communicate each other via proprietary protocols. But incorporating proprietary solution is out of scope.
It is desirable that one of SIP application servers acts as a load balancer (or a distributor) and other application servers behind it provide the desired service to a user according to the appropriate service logic. In this document it is called as the Hierarchical application server architecture. Hereafter application server acting as a distributor is called as a representative AS and an ASes at the back of the representative AS are called as processing ASes. It is the name of a representative AS that is registered in the iFC. The S-CSCF routes the received request message from the UE to a representative AS according to iFC and a representative AS selects one of processing ASes appropriately and route the request to it.
However, a SIP message is usually large and only single additional hop could result in additional routeing delay. SIP dialog consists of the initial request, the subsequent request and the corresponding responses. On receiving the initial request, the application server decides to remain or not in the subsequent requests using the Record-Route header. Therefore, routeing path can be optimized when a representative AS decides not to remain on the path and the forwarding delay will not happen. In some service scenarios, a representative AS doesn’t even need to keep the dynamic allocation information because it is already embedded in the Record-Route header included in the initial response.
Hierarchical application server architecture has following benefits;
· Load balancing is achieved effectively by using well-known SIP protocol

· No impact on the existing network entities.
· Ut interface can be properly implemented.

· User context is located in either a load balancer and/or a back-end application server.

· Application server is allocated at the registration or in the beginning of each transaction. (i.e. better availability)

· Optimised routeing path (i.e. no forwarding delay)

· Dynamic allocation information is embedded in the routeing information (i.e. the Record-Route header).

With this solution, the dynamic user allocation and the availability can be achieved but this has following shortcomings;

· The forwarding delay in the initial or standalone request is inevitable.

· The size of the initial request and response message increases slightly because of the additional SIP header
· User context cannot be shared between back-end ASes by the ordinary SIP protocol
3. Conclusion
This contribution proposes to include following text in TR 23.818.

************ start of first change ****************

7.1 Problem Description

7.1.1 General Description

In the IMS network, the application server is linked to a relevant user through initial filter criteria which is a part of the service profile and each initial filter criteria contains only one entry in the name of the application server. Initial filter criteria are downloaded from the HSS with subscription information and are maintained by O&M. So, there is a limitation that only one application server can be allocated to a user for a specific service (i.e. static allocation of users to the application servers).

As the number of subscriber increases, a single application server would not be adequate for the service. To resolve this problem, in a straightforward approach, subscribers are allocated in a fixed manner over the several application servers which provide the same service. Whenever the operational environment changes (e.g. increase of subscribers) the operator has to adjust the user allocation status in the HSS and this leads to the higher operational cost and poor availability.

It is desirable that one of SIP application servers acts as a load balancer (or a distributor) and other application servers behind it provide the desired service to a user. In this document it is called as the Hierarchical application server architecture. Hereafter the application server acting as a distributor is a representative AS and an ASes at the back of the representative AS are back-end ASes. It is the name of a representative AS that is registered in the iFC. The S-CSCF routes the received request message from the UE to a representative AS according to iFC and a representative AS selects one of back-end ASes and route the request to it.
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Figure 7-1: processing initial/standalone request

In figure 7-1, the S-CSCF routes the initial request from the UE to the representative AS as usual IMS service procedure. The representative AS selects one of back-end ASes and reroutes the request message received from the S-CSCF. Then the selected back-end AS invokes the service logic and returns the message back to the representative AS or the S-CSCF to proceed.
However, a SIP message is usually large and only single additional hop could result in additional routeing delay. SIP dialog consists of the initial request, the subsequent request and the corresponding responses. On receiving the initial request, the application server decides to remain or not in the subsequent requests using the Record-Route header. Therefore, routeing path can be optimized when a representative AS decides not to remain on the path and the forwarding delay will not happen. In some service scenarios, a representative AS doesn’t even need to keep the dynamic allocation information because it is already embedded in the Record-Route header included in the initial response. In this way a representative AS can be a state-less SIP proxy server.
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Figure 7-2: optimized routeing path in subsequent request

In figure 7-2, the UE directly sends subsequent request to the allocated back-end AS (AS 1) by incorporating explicitly the Route header built from the routeing information received in the response.
Hierarchical application server architecture has following benefits.

· Load balancing is achieved effectively by using well-known SIP protocol

· No impact on the existing network entities.

· Ut interface can be properly implemented.

· User context is located in either a load balancer and/or a back-end application server.

· Application server is allocated at the registration or in the beginning of each dialog/transaction. (i.e. better availability)

· Optimised routeing path (i.e. no forwarding delay)

· Dynamic allocation information is embedded in the Routeing path information (i.e. the Record-Route header).

With this solution, the dynamic user allocation and the availability can be achieved but this has following shortcomings;
· The forwarding delay in the initial or standalone request is inevitable.
· The size of the initial request and response message increases slightly because of the additional SIP header
· Additional proprietary protocol might be needed to share user context between back-end ASes.
************ end of first change ***************
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