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Introduction

At SA2#50, tdoc S2-060486 was approved. In that document different use cases where listed, so to illustrate how different solutions to the key issue on “IP connectivity with multiple PDNs” may apply to those different scenarios. This contribution aims to detail how the solution proposed in the S2H060415 (briefly presented at SAE ad-hoc meeting in Paris) can be used to implement such use cases.
General solution description

In Telecom Italia document S2H060415 it has been described a solution for access to single\multiple PDNs, such that, in addition to the default IP access service, a SAE-capable UE can get access to additional services using different IP addresses assigned by functional entities named Service Anchors. A Service Anchor can be implemented as a Mobile IPv6 Home Agent (HA) and the address assignment can be performed using Mobile IPv6 signalling. It also provides IP gateway functionality towards PDNs/Service Domains. The suitable Service Anchor may be selected through a discovery procedure based on DNS resolution of service names configured in the UE.
In this solution, the SAE UPE acts as the first hop IP router to the UE, i.e. it has IP access service enabling functions such as e.g. (local) IP address allocation/relaying etc.
Each Service Anchor may provide one or more services, such as e.g. MMS or access to private networks (e.g. corporate networks), depending on the user’s request.

The Service Anchor provides the following functionality:

· it assigns to the UE an IP address suitable for accessing the requested service. This IP address can be an IPv6 address or a public/private IPv4 address. As an example, in case of corporate access, the IP address allocated by the Service Anchor belongs to the corporate network;

· it is in charge of keeping alive the IP connectivity for ongoing PS sessions in case of mobility between different access systems, in particular between 3GPP and non 3GPP access systems. For that purpose, the Service Anchor acts as Mobile IPv6 Home Agent, with the IP address allocated to the UE being the Home Address.

Depending on service scenario:

· the Service Anchor may be internal to the Operator’s network (e.g. for access to particular Operator’s service PDNs) or, differently, it may be placed in an external PDN domain (e.g. corporate networks). In case the first scenario is applied to access external private domains, additional mechanisms have to be managed on the Service Anchor for proper traffic routing (e.g. tunneling between the Service Anchor and the PDN, internal routing in the Service Anchor between MIP tunnel and external IP tunnel, etc.)

· the Service Anchor may be colocated with the IASA, which thus has the role of IP gateway. 
The usage of Proxy MIP may be considered as an optimization of this solution, so to avoid MIP clients on UEs and MIP overhead on the radio interface. Main architectural issues may be considered equivalent in the MIP and Proxy MIP approaches. Details are FFS.
The following figure illustrates the solution.
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Figure 7.10-5: Support of multiple APNs in SAE
Re-using the same concepts illustrated in Telecom Italia document S2H060415, it is proposed to add in the TR the following text.
<< First change >>
7.10.2.2
Solution alternatives

This chapter is a work in progress. It is FFS how the solutions interwork with pre-SAE systems.
It is important that the solutions to use cases minimize the complexity of the mechanisms required for managing multiple configurations and contexts in the UE and the network, which currently involves multiple APNs and PDP addresses in the UE.
IP connectivity with multiple PDNs to each of the described use cases can be provided with one or more of the following solution alternatives.
· Single IPv4 and IPv6 access service supporting concurrent IPv4 and IPv6 addresses and service usage for dual stack terminals. When used, this saves network resources and removes the need for UE to select the correct access service depending on the IP version. The UE is aware of the IP version(s) supported by each access service.
· Single APN configuration: The term Single APN signifies access to one or more PDNs/Service Domains from the UE point of view (and may include traffic separation rules) supporting all types of PDNs, i.e. Operator PDN, Corporate or Private PDN and also Public Internet PDN. This allows the connectivity for a UE to be provided using only one APN which has the same structure as APN in the IP Gateway. User data traffic separation into the different PDNs can be performed in the network and be transparent to the UE.

· Network based selection of the single APN configuration to be used for the UE in the IP Gateway based on subscription information, or potentially by policy control means. Allowed access for the UE can be defined per APN.

· UE indication of IP version of access service to the IP Gateway when establishing a new SAE bearer service, i.e. whether the IP access service is IPv4, IPv6 or both.

· UE indication of a specific additional APN to the IP Gateway, e.g. if needed for emergency session.

· NAT between the IP Gateway and external PDN in case different address types and/or ranges are used. NAT enables also access to multiple instances in parallel, e.g. access to multiple private PDNs at the same time. Internet PDN uses public IP addresses, whereas operator and corporate/private PDNs may use private or public addresses. NAT enables access to multiple private address spaces and may include interoperability between IPv6 and IPv4. Providing NAT functionality in the IP Gateway can also improve service access by providing to the UE all services, including corporate services via e.g. L2TP tunnel, within the operator PDN IP address space. Awareness of NAT in the UE and effects to network management need to be considered. Generally mandatory usage of NAT and NAT like devices is discouraged due to various concerns, some of which are documented in the TR 23.981.

· Routing of IP packets in the UE between applications and IP connections in order to handle overlapping IP address spaces, or service access over multiple network interfaces.
· VPN client in UE with support for NAT traversal on top of LTE/SAE access to establish a secure tunnel to a Corporate or Private PDN. The client can use split tunnelling by downloading specific network routes that allow it to route only the Corporate or Private PDN traffic to the tunnel.
· Network based VPN similar to specifications in TS 29.061 and TS 29.161.
· Operator policies on QoS and flow based charging may be applied to differentiate between services. In the case of split tunnelling in UE, this can be applied in conjunction with forced routing to specific next-hop routers to differentiate between the non-tunneled and VPN tunnelled traffic.
· IP access service via SAE anchor node(s) for 3GPP HO between 3GPP accesses when the SAE capable UE is in pre-SAE/LTE 3GPP access system and SAE anchor(s) is available, and not towards pre-SAE/LTE GGSN. This allows the UE to make handovers between 3GPP access systems.
Note: This has dependencies with key issue 7.8.2
· IP access service via SAE anchor node(s) for non-3GPP HO between 3GPP and non-3GPP access when the SAE capable UE is in non-3GPP access systems and SAE anchor(s) is available. This allows the UE to make handovers between 3GPP and non-3GPP access systems.
Note: This has dependencies with key issue 7.8.3
· Dedicated IP Gateway may be used for each PDN/Service Domain by routing the user plane via the IP Gateway for that PDN/Service Domain.
Note1: User plane is always routed via an IP Gateway and UE needs to support at least one IP Address per PDN
· Mobile IP tunnel: Mobile IP (MIP) tunnelling is used to reach the external PDN, where IASA containing a MIP Home Agent (MIP HA) serves as a gateway to the PDN. There may be as many IASAs (i.e. MIP HAs) as different external PDNs in parallel. In the non roaming case, the usage of MIP tunneling is required for PDNs that may not be reached by means of default IP connectivity, i.e. the UPE has no direct access to those particular PDNs. The MIP Care-of Address (CoA) is assigned from the UPE address space. The MIP Home Address (HoA) to access each particular external PDN is allocated from the PDN address space. Both MIP4 and MIP6 may be supported simultaneously (requiring dual stack UPE and two mobility management protocols), or alternatively, DS MIP6 may be used instead. When using a non-3GPP IP access, the UE can access multiple PDNs via multiple instances of the MIP based S2 reference point which has identical functionality as S5 and S8.
Note 1:
This has dependencies with key issue 7.8.3

[image: image2]
Figure 7.10-2: Mobile IP tunnel solution in roaming case

· Proxy MIP: SAE-capable UE can get access to multiple PDNs using different IP addresses (Home Address) assigned by different IASAs. An IASA can be implemented as a Mobile IP Home Agent (HA) and the address assignment can be performed using Proxy Mobile IP signalling, with MME/UPE acting as a Proxy MIP (P-MIP) Client. The proposed solution works both with IPv4, IPv6 and Dual Stack HAs. The P-MIP signalling can be used to get a PDN IP address (Home Address) obtained at network attachment or based on explicit PDN IP address request (e.g.: using DHCP negotiation) from the UE. Data from UE are sent directly to the UPE using the Home Address as source address. Then UPE encapsulates packets towards the correct IASA
Note 1: access to multiple PDNs from a non-3GPP system with this solution requires P-MIP support in the non-3GPP system
Note 2: This has dependencies with key issue 7.8.3

Note 3: User plane is always routed via a Home Agent and UE needs to support at least one Home Address per PDN
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Figure 7.10-3: Proxy MIP solution
· NAT Solution:.It is not possible or very inefficient to support the corporate services by tunnelling between UE and corporate. The solution uses the single APN approach that supports all types of PDNs, i.e. Operator PDN, Corporate or private PDN and also Public Internet PDN. NAT enables also interoperation between the different PDNs in case different address types and or ranges, and in case of access to multiple private PDNs at the same time. An APN defines the concurrent access possibilities to different PDNs. Allowed access is defined per APN and controlled by subscription or policy control means. PDNs may use IPv4 or IPv6 addresses. Internet PDN uses public IP addresses. User data traffic separation into the different PDNs is performed in the network only.
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Figure 7.10-4: NAT Solution

7.10.2.3 Alternative solutions for the use cases

 Mobile IP tunnel

In the following the MIP tunnel solution is applied to the use cases listed in 7.10.1. 

UE accesses a single PDN

If the access to the single PDN is possible using the IP default connectivity, no MIP tunnel is needed. The UE uses the IP address allocated by the UPE and the traffic is not encapsulated. In this scenario, the UPE implements IP gateway functionality. 

If mobility with non-3GPP accesses should be supported for the IP default connectivity service, MIP is needed. However in this scenario the MIP tunneling can be avoided if the UPE is on the same IP subnet of a MIP HA (e.g. by some kind of signaling such as PMIP between UPE and HA or by collocating a MIP HA functionality with the UPE). In this case, as long as the mobile remains within a 3GPP access the MIP HA functionality is “dormant”. It only awakes when the UE moves to the non-3GPP access, in which case a MIP tunnel is instantiated between the MIP HA and the CoA in the non-3GPP access.

Access to a PDN having requirements such that IP default connectivity is not suitable, may be performed by establishing a MIP tunnel between the UE and a suitable Service Anchor, that may be located in the Operator’s domain or in the external PDN domain, depending on service scenarios (e.g. the first case may apply to access to some Operator’s service domains, the second case may apply to remote access to Corporate networks).

At first the UE performs a procedure for discovery of the proper Service Anchor (e.g. through the DNS resolution of a service name either configured in the UE or received from the network during access authentication), and after the completion of this procedure it performs a MIP registration at the service Anchor, after which it receives a Home Address. The Care-of-Address is the default IP address received at the completion of the Attach procedure.

UE traffic is encapsulated in the MIP tunnel in the path between the UE and the Service Anchor.

In case the Service Anchor is located in the Operator’s domain, it could be necessary to establish an IP tunnel mechanism between the Service Anchor and the PDN, for those cases when proper IP routing between the Service Anchor and the PDN is not granted (e.g. access to external PDN private address space).

In case the Service Anchor is located in the external PDN domain, it could be necessary to adopt mechanisms to grant proper routing of MIP tunnel between the UE and the Service Anchor (e.g. private IP default address).

UE accesses both IPv4 and IPv6 PDNs

Simultaneous access to both IPv4 and IPv6 PDNs may be managed through:

· MIPv4 and MIPv6 at the UE: in this case MIPv4 is used if the PDN address is IPv4 (private or public) and MIPv6 is used if the PDN address is IPv6. This solution requires two different mobility mechanisms in the UE and requires that UPE is dual-stack;

· DS-MIPv6: in this case MIPv6 is used to access PDNs with both IPv4 (private/public) and IPv6 addresses, based on the extensions specified in draft-ietf-mip6-nemo-v4traversal-01. The Home Address may be IPv4 or IPv6, even though MIPv6 signaling is always used. Moreover, the usage of DSMIPv6 does not require the UPE to be dual-stack.

Corporate PDN and IMS services in separate trust domains

MIP tunnels natively guarantee the separation of encapsulated IP flows, so allowing the IP flows related to Corporate domain and Operator domain (e.g. IMS voice calls) being securely separated.
According to 7.10.1 use cases list, in case of LTE/SAE access system available in corporate premises, UEs receive a default IP address from a UPE located in the Corporate network for access to Corporate services. UEs access to Operator controlled services through MIP connections where the Home Address is assigned by the Operator and the Care-of-Address is the default IP address received in the Corporate domain. IP traffic related to Operator services is routed in the Operator domain out of the Service Anchor allowing secure charging and LI.

The Service Anchor may be located in the Operator network or in the Corporate network. In the first case it has to be granted the proper routing of the Corporate Care-of-Address in the path between the Corporate domain and the Service Anchor. In the second case it has to be granted the proper routing of Operator Home Address in the path between the service Anchor and the Operator network. Proper routing may be granted with current IP mechanisms and configuration solution (e.g. IP tunnelling).

Corporate PDN and other services in separate trust domains
MIP tunnel natively guarantees the separation of encapsulated IP flows, so allowing the IP flow related to remote Corporate access being securely separated from other PDNs/Service Domains. Secure IP flows separation in the UE has to be managed independently by the UE.

In case the Service Anchor is located in the Corporate domain, if needed, it is necessary to guarantee the proper routing of the IP CoA between the UE and the Service Anchor, through current IP solutions.

In case the Service Anchor is located in the Operator’s domain, it is necessary to establish IP tunnel solutions between the Service Anchor and the Corporate network and the related binding mechanism in the Service Anchor between the MIP tunnel and external IP tunnel.
UE mobility between access systems

Mobility between 3GPP access systems is managed under the IP level and is transparent to Service Anchors, since the UE keeps the same IP address.

Mobility between 3GPP and non 3GPP access systems is managed by Service Anchors, which act as Home Agents. When the UE moves from 3GPP to non 3GPP coverage, it acquires an IP address, which is the new CoA, and performs Binding Update procedures to Service Anchors. After these procedures, traffic is routed properly to\from the UE and the PDNs. The same procedure applies in case of mobility from non 3GPP access systems to 3GPP access systems.

Roaming cases

In case a UE is roaming in a VPLMN, it has to perform the same procedures for Service Anchor Discovery and registration as it were in the HPLMN. Depending on agreements between Operators and related configurations in service name resolution entities, a Service Anchor may be selected in the HPLMN or in the VPLMN as well. VPLMN Service Anchor is useful for particular services (e.g. emergency services) and local breakout scenarios.

Access to PDNs from non 3GPP access systems may be available also in roaming, performing the same procedures for Service Anchor Discovery and registration as from 3GPP access systems.

Separate private address spaces
The Mobile IP tunnel solution natively separates private IPv4 address spaces since IP flows are tunnelled in the path between the UE and PDNs. This approach works with no limitations in case of non overlapping IPv4 address spaces. In this case the Home Address obtained by the UE using MIPv4 or DS-MIPv6 is a private IPv4 address belonging to the corresponding PDN.

In case of non concurrent access to PDNs with overlapping IPv4 address spaces, the same approach can be applied, with the Home Address belonging to the corporate private address space.

In case of concurrent access to multiple PDNs with overlapping IPv4 address spaces, the solution is FFS.
7.10.3
Impact on the baseline CN Architecture

Editors Note: It is FFS whether there is any particular impact 

7.10.4
Impact on the baseline RAN Architecture

Editors Note: It is FFS whether there is any particular impact 

7.10.5
Impact on terminals used in the existing architecture
Editors Note: It is FFS whether there is any particular terminal impact.
<< End of first change >>
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