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Abstract of the contribution:

This contribution argues in favor of separation of MME and UPE though criteria comparison.
1. Introduction

This contribution compares architecture proposals regarding the separation of MME and UPE. 

This document takes as basis Siemens’s document submitted in SA2 meeting in Denver (S2-060820), changes done to Siemens’ document are done with revision marks for a better visibility, except for the conclusion.
This contribution 
2. Discussion 

2.1 Current Status

Different assumptions and proposals have been brought forward how to combine the already defined SAE functional entities UPE, MME and Inter-AS Anchor in network nodes. This contribution analyses different possible combinations of these functional entities in network nodes. Advantages and disadvantages are listed and discussed.
The current TR 23.882 contains definitions of the following functional entities: 

Mobility Management Entity (MME): manages and stores UE context (for idle state:  UE/user identities, UE mobility state, user security parameters). It generates temporary identities and allocates them to UEs. It manages handover.

User Plane Entity (UPE): terminates for idle state UEs the downlink data path and triggers/initiates paging when downlink data arrive for the UE. It manages and stores UE contexts, e.g. parameters of the IP bearer service or network internal routing information. It relays user data between radio access system and the intersystem mobility anchor.

Inter AS Anchor: is the user plane anchor for mobility between different access systems. It performs or supports handover between different access systems.

A more detailed assignment of single functions to the above functional entities has not yet been done. As a working assumption, we use the above definitions and further statements in [1].

Note: in the remaining sections, for simplicity, the term “non-3GPP” refers also to WLAN 3GPP IP access.

2.2 Options for Functional Grouping

The analysed combinations of functional groupings are depicted in fig. 1 below. The currently defined high level architecture for the evolved system is option 2, taken from section 4.2, figure 4.2-1 of the TR 23.882 [1]. It resembles the traditional SGSN and GGSN function split. 

Option1 is a “Full Split”: Interfaces S3a, S5a, b, c, and S1a, b are still to be described. S3a may not exist (FFS). S5a may not be necessary (this interface could be used e.g. for context data transfer, but it is FFS; alternatively such information could be relayed via UPE).  

Option 3 combines user plane functionalities in one node. Interfaces S5d and S1c, d are still to be described. 

Option 4 combines all functionality in one node.

The theoretically remaining combination of MME with Inter AS Anchor and UPE separate is not analysed further here (due to their disparate functionalities). 


[image: image1]
Fig. 1: Analysed Functional Groupings

2.3 Evaluation Criteria

A list of evaluation criteria is defined (see table below), and we admit that these are open for discussion. For the evaluation also weights may be used (the weight W is a number between 3 and 1, the actually assigned values are also debatable). There are also some dependencies between criteria (e.g. Header Compression, ciphering and Legal Intercept are interrelated, though details are yet to be determined; another example is NW sharing, which depends on redundancy for RAN-CN connections). 

	Nr.
	Criterion
	Explanation
	W

	1
	Network Complexity
	Number of different nodes in CN, number of interfaces within CN and towards RAN (number of same nodes are accounted for under criterion “Scaling”); standardization effort depends directly on network complexity.
	3

	2
	Node Complexity
	Amount of different functionalities on the single nodes (e.g. user/UE related DBs, protocols, packet inspection, queues, cache stores, logics, …) and number of different instances per different functionality (e.g. different DBs, different caches stores).. 
	3

	3
	Procedural Complexity
	Complexity in procedures increases implementation effort, number of possibilities and error cases; examples are selection procedures of nodes, message handling etc. Procedures are not more complex when entities are separated or not: procedures are identical, the distribution of function is modified, there is just the selection of a different node to handle some functions, this enters in the signalling criteria coverage., Suggest to remove this criteria. 
	3

	4
	Scaling Properties
	Several flavours of scaling may be required: (i) flexible dimensioning of control and user data resources, (ii) flexible/efficient handling of widely different traffic and (iii) flexible/efficient accommodation of varying mobility requirements (e.g. from stationary to full mobility).
	3

	5
	Roaming Capabilities
	How efficiently/flexibly can different roaming scenarios be supported? 
	2

	6
	User Plane Latency
	As seen relative to other combinations.
	3

	7
	Signaling Latency 
	As seen relative to other combinations. Different signalling procedures have to be taken into consideration (network attachment, idle mode handling, session handling, inter-and intra-system mobility, etc.). Also related to signalling amount/effort.
	3

	8
	Signaling Amount/Effort 
	How much signalling is produced (tracking area updates, HSS registration, paging efficiency)? Also related to signalling latency.
	2

	9
	Interworking Capabilities
	How flexible and easy, with how much effort, is support for other access/core networks possible (interworking with legacy 3GPP networks is considered under “Migration”).  Interworking with non-3GPP is independent of this discussion. Suggest to remove this criteria.
	2

	10
	Interoperability Options
	This criterion may be formulated in either positive (operators may employ different vendor’s equipment - this meaning is used in the evaluation, as it is an advantage kept over time) and negative (need for interoperability tests - a one time effort, thus not considered further in the evaluation).
	2

	11
	Ease of Migration
	How easily can functions be added incrementally to an existing network, can (changing) coverage scenarios be accommodated and how much reuse is possible in implementation of nodes?
	2

	12
	OAM Effort 
	Effort to monitor, control, configure, troubleshoot and maintain the physical nodes, interfaces and SW building blocks. Stems mainly from different node types. Total number of nodes (over all types) is probably not too different in all options, thus no criterion here.
	2

	13
	Redundancy,  Failure and Recovery
	(Estimated) amount and impact of node failures, possibility/effort of recovery procedures. E.g. HSS failure, MME/UPE/Inter AS Anchor failure, eNodeB failure shall be considered.
	2

	14
	 (Over)Load Handling Capabilities
	How easily can load sharing and load redistribution be accomplished? How is overload detected and avoided?
	1

	15
	NW Sharing
	The flexibility for operators to share access networks or core networks. Thus both scenarios, the equivalent of MOCN (only access NW is shared) and GWCN (also first core NW node is shared) must be considered. 
	1

	16
	Charging (incl. CDRs, excl. flow based charging)
	Offline and Online Charging aspects must be considered; in general both control plane and user plane are subject to charging.
	1

	17
	Policy Control Features and Flow Based Charging
	Bound to user plane (packet inspection and filtering) and operator IP services. How flexible is the combination in that respect and how easily are the functionalities achieved? (Decision on location of PCEP is outstanding).
	1

	18
	Security Properties 
	To how many locations are security items distributed? Are trunking gains with ciphering, commonality in protocol implementations, etc. possible?
	1

	19
	Legal Intercept Support
	Bound to MME (for Intercept Related Information [IRI]) as well as user plane and security items like ciphering modules and keys (for Content of Communication [CC]); MME needs to get IRI information of the User and provide this information to UPE/Anchor to allow interception of user data. Whatever the architecture, the process is the same and the issue is on the interface between MME and UPE/Anchor, so this is considered in another criteria of this table. Suggest to remove this criteria.
	1

	20
	Traffic Optimization
	E.g. for local traffic; probably linked with roaming scenarios. Also Header Compression may be considered here. 
	1

	21
	IP Bearer Properties Handling 
	Flexibility in IP version, IP address determination, multiple IP address handling, APN multiplicity, QoS authorization/resource handling. IP Bearer Properties Handling combines several key issues into one critera with a weight of only "1".  Each of these should be broken out separately to avoid this under-weighting or change of the weight has to be done.
	3

	22
	Routing dimensioning/capacity (UP latency is one of the SAE goal)
	E.g. routing capabilities are implementable in HW with high performance (by using dedicated HW platforms); a functional grouping enabling this receives a bonus. 
	3


2.4 Detailed Evaluation
In the following table we evaluate the above criteria and assign marks -1, 0 or +1.

	Crit.

Nr.
	Option 1 (“Full Split”)
	Option 2 (“Traditional SGSN/GGSN-like)
	Option 3 (“Combined User Plane Node”)
	Option 4 (“All in One”)

	1
	High (3 different nodes,  max. 5 different interfaces). Potentially one more interface towards 2G/3G network.
	Medium (2 different nodes, 2 different interfaces); similar function split and thus network complexity as in 3G
	Medium (2 different nodes and 3 different interfaces);
	Reduced (or rather optimal; 1 node type, and 1 interface); 

	2
	Minimal, by definition.
	Medium; similar function split and thus node complexity as in 3G (additionally mobility with non-3GPP access networks has to be handled).
	Minimal (group Mobility and group session management functions
	High; user plane, intersystem mobility within 3GPP domain as well as between 3GPP and non-3GPP access networks have to be handled.

	
	
	
	
	

	4
	Good; adjustment to widely varying traffic types is possible.
	Medium (depending on traffic mix, configuration/deployment options [e.g. size of tracking areas, reauthentication timers] and optimizations (e.g. for idle mode handling). 
	Good; widely varying traffic (in terms of bit/s) does not create unbalanced load in different functions, but can be accommodated with varying numbers of MME and UPE/Inter AS Anchors.
	Restricted (from minimal to optimal, depending on the traffic mix); combined node must be powerful, so more such nodes are needed for a given number of UEs. But scaling may be achieved internal architecture and averaging of traffic.

	5
	High, easy/efficient adaptation to changing roaming environments. (Under the assumption that S5a is not necessary there is no duplication of roaming interfaces.) 
	The function split is well adjusted to/understood for popular roaming scenarios. It is also efficient, as in all scenarios the Inter AS Anchor is separable.  


	No functional restriction, but efficiency is lower than in other options (for some roaming scenarios not all functionality of the combined UPE/Inter AS Anchor may be required). there is no real cost for having in a node some functionality that is not used in every scenario.
	No functional restriction, but efficiency is lower than in other options, because for some roaming scenarios not all functionality of the combined node may be required. 

	6
	Higher, compared to other options (2 nodes on path).

	Higher, compared to other options (2 nodes on path).
	Minimal (only one user plane node).
	Higher (2 nodes in the path). Combined node is selected based on load balancing over S1, with no link to UE PDN to be reach. There is high chance for re-routing/relay to reach the right PDN. Same drawback to reach multiple PDNs. There is 2 nodes in the data path

	7
	Higher, compared to other options (details depend on more detailed signalling procedures).
	Medium (lower than for option 1, higher than for option 4)
	Medium;
	Medium. Due to additional with the relay to access multiple PDN has to be done, so more or less the same as option 3.

	8
	Higher, compared to other options (details depend on more detailed signalling procedures).
	Medium (lower than for option 1, higher than for option 4)
	Minimized; solutions exists to reduce signalling for example if MME is combined with SGSN.
	Minimized.

	
	
	
	
	

	10
	Maximal;
	Medium;
	Maximal (interest to avoid 1 node compared to option 1 in order to save UP)
	Minimal;

	11
	Higher than option 4, same as option 3.
	Medium;
	Same as option 1 as stated in Option 1 comment
	Low; but for small sized deployments (isolated hotspot areas) it might be suitable.

	12
	Maximal (3 different nodes).
	Medium (2 different nodes); 
	Medium (2 different nodes with different OAM configuration)
	Medium (only one node  but a lot of different configuration info, merged CP and UP may not help at all

	13
	Redundancy needs more effort than option 3.

Failure scenarios tend to be complex (inter-node communication and correlation; if MME or HSS fails, corresponding traffic in UPE has to be stopped anyway).

Recovery procedures seem to be complex.
	Redundancy is similar to current concept, failure scenarios seem to be of medium complexity.

Recovery procedure is possible almost in a comparably simple and consistent manner as in option 4 for MME/UPE (node internal), only minor additional effort is expected for Inter AS Anchor.
	Redundancy is distributed amongs multiple UPE/Anchor nodes allowing independent redundancy of Mobility ansd bearer context,  Failure of combined UPE/Anchor will only loss some bearers of some UEs, Mobility context will remain in MME thus saving some re-attachment procedure, some bearer can still exist also in other combined UPE/Anchor, thus saving some PDP Context procedure.
Failure and recovery scenarios seem to be of medium complexity. 
	Failure of the combined node would mean reestablishment of mobility and bearer contexts. Huge signalling for re-attachment and bearer re-establishment expected.

	14
	Load can be easily distributed, if redundant RAN-CN and CN internal connectivity is used (see above). Overload in one functional entity does not directly affect others. 
	Load distribution needs some consideration. Depending on the node internal scaling property and traffic mix, a proper load distribution may be achieved, using selection algorithms, redundant RAN-CN connectivity, as well as CN internal connectivity.
	Medium; better compared to option 4
	Load distribution needs some consideration. Depending on the node internal scaling property and traffic mix, a proper load distribution may be achieved, using selection algorithms and redundant RAN-CN connectivity.

	15
	Complex; the properties of the RAN/CN interface for NW sharing have yet to be described.
	Similar to current situation; based on redundant RAN-CN connections.
	.
Similar to current load sharing based on MM load balancing, currentlynot linked to UP
	Different to current situation as mix of MM and UP load; based on redundant RAN-CN connections.


	16
	Tendency to higher complexity for the full scope (CDRs on UPE and Inter-AS Anchor, plus MM events). 
	Medium (2 nodes generating CDRs, need to be configured);
	Simplified as there will be no duplication of MM and bearer CDRs between nodes.compared to option 2.;  MM CDRs as well as bearer related CDRs have to be generated, by MME and UPE/Anchor. Number of interfaces is compared in another criteria line.

	Simplified as there will be no duplication of MM and bearer CDRs between nodes.compared to option 2.;  MM CDRs as well as bearer related CDRs have to be generated, by MME/UPE/Anchor. Number of interfaces is compared in another criteria line.


	17
	Tendency to higher complexity, if PCEP per access system is required.
	Tendency to higher complexity, if PCEP per access system is required.
	Minimizes implementation and handling effort for both PCEP options.
	Minimizes implementation and handling effort for both PCEP options (per access system or in Inter AS Anchor). 

	18
	Dependence on location of ciphering and properties of S3/S4. At least two entities involved with security. 
	Dependence on location of ciphering and properties of S3/S4; at least two entities involved with security, if non-3GPP access systems are comparable to current I-WLAN.
	Medium effort; two nodes involved in security handling
	Simplified security context handling; synergy with non-3GPP security handling is expected (e.g. key agreement, protocols to be supported), but FFS.

	
	
	
	
	

	20
	Medium; it is expected that specialized nodes cover a larger area than e.g. the combined node of option 4 – thus traffic routes are less efficient.
	Medium; 
	High; it is expected that the combined UPE/Inter AS Anchor covers smaller areas than in other options, except in option 4.
	Medium as a relay may be needed between nodes; it is expected that the combined node covers smaller areas than in other options, except in option 3.


	21
	Complex, compared to other options (default IP bearer parameters received via MME, but used in UPE and Inter AS Anchor);
	Medium complexity and effort;
	Simplified handling and similar to current selection done in GPRS, so already known approach and allow flexibility for multiple APN handling. IP version, Multiple IP address handling, APN multiplicity are better with Option 3 compared to option 4
	Complex due to management of  , relay between nodes to be done so new signalling (even if proprietary) , new test, and new node in bearer path, move to -1

	22
	E.g. routing capabilities are implementable on dedicated HW with high performance. 
	E.g. routing capabilities are implementable on dedicated HW for Inter AS Anchor with high performance, but probably not for MME/UPE.
	High (specialized HW for packet handling may possible, similar to routers)
	Combined node probably not fully HW optimizable.


2.5 Conclusion on Evaluation

The ranking of options with assigned marks gives the following result:
	Nr.
	Option
	Sum of Marks (unweighted)
	Sum of Marks (weighted)

	1
	All Entities Separate
	-6
	-11

	2
	MME and UPE Combined, Inter AS Anchor Separate
	+1
	+1

	3
	UPE and Inter AS Anchor Combined, MME Separate
	+12
	+25

	4
	All Entities Combined
	-6
	-20


Siemens’s document S2-020820 concluded the opposite. 

It appears that promoting option 4 or the option 3 is highly subjective. It is difficult to define which proposal could gain at this beauty contest.

Nevertheless, deployment of SAE will greatly depend on criteria such as scaling properties (criteria 4), UP latency (6), interoperability options (10), redundancy, failure and recovery management (13), load sharing (14) and dedicated HW with high performances for routing capabilities (22)) which are facilitated through the separation of MME and UPE.

Therefore we conclude, under all mentioned assumptions, that the separation of MME from the combined UPE/Anchor should be the preferred option (option 3).

Another companion documents explains also in detail interest to define an open interface between MME and UPE/IASA in S2-061557 titled “Separation of MME".
Nortel suggest 3GPP SA2 retains an architecture in which an open interface if defined between MME and UPE.
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