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INTRODUCTION

This contribution proposes text Section 6.1 and 6.2 “Analysis of impact of non call related IMS signalling” of TR 23.818.
DISCUSSION

6
Analysis of impact of non call related IMS signalling
Editors Note: This section covers the objective ·Analysis of impacts of any non call related IMS signalling (e.g. due to Presence) on the efficiency and service aspects of active real time communication sessions and the establishment of such sessions;·
6.1
Problem Description

6.1.1
General



	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	








Signalling related to SIP session establishment and tear-down should be prioritized over media for instance, to enable successful connection of emergency sessions in a loaded cell. The means available to ensure that traffic over the signalling bearer is prioritized over other traffic when using 3GPP Release 99 QoS is the use of the signalling indication and the choice of traffic handling priority of the bearer. 

Table 6.1.1 shows an example of how data may be prioritized due to the bearer traffic class, traffic handling priority and the use of the signalling indication.

Table 6.1.1 Example of traffic priority
	Traffic Priority
	Traffic class
	Traffic handling priority and signalling indication

	1
	Interactive
	1 and signalling indication set to ‘yes’

	2
	Conversational
	N/A

	3
	Streaming
	N/A

	4
	Interactive
	2 and signalling indication set to ‘no’

	5
	Interactive
	3 and signalling set to ‘no’

	6
	Background
	N/A


SIP is used for more than just multimedia telephony related signalling. In 3GPP, SIP is also used for non-multimedia related signalling such as transfer of presence updates and short text message. From a bearer perspective this type of traffic cannot be distinguished from multimedia telephony related signalling. Therefore applying a traffic priority according to Table 5.1.1 has the result that presence updates and short text messages will have higher priority than delay sensitive conversational media.

Especially the fact that presence is given the highest possible priority is unfortunate. Presence messages are in general generous in size and when the number of users on the buddy list and the number of possible presence states increase the number of presence messages transactions increases.   

Assuming the table above and applying IMS multimedia telephony over access networks with limited peak throughput in combination with the presence enabler may then have the consequence that the potentially large presence update messages can cause audible distortions of the conversational voice stream when a UE receives presence updates during a multimedia telephony session.

Presence is also a service that may perform message exchanges in the background without user interaction. In crowded inner-city areas many presence enabled users (maybe many more users than the number of channels the cell can provide) may be located in the same cell. If the presence updates have the highest possible priority and there is many UE performing background presence message exchanges in the same area the result may be that admission control or lack of radio channels cause unnecessary blocking of income bringing sessions.

Intensive non-Multimedia session related signalling interleaved with multimedia session-related signalling that have the same priority may also result in increased SIP session set-up times if the non-multimedia session related signalling interferes with the multimedia session related signalling. 
The probability that e.g. presence and short text messaging traffic interferes with the multimedia telephony session establishment signalling should be a function of how often the users are involved in a Multimedia Telephony call and the amount of traffic the presence and short text messaging networks creates. However, presence may be implemented in such a way that every time a user place a call or receive an invitation to a call, the presence client signals that the user is busy. Such implementation should always create traffic that interferes with the multimedia session-related signalling.
6.1.2 Technical overview of the presence service
Due to the possibility of “automatic” message exchange without user interaction, it is very likely that the SIP based presence service will create the major part of the non-call related IMS signalling (at least when the penetration of the presence service has become large). This sub-clause shortly explains how the SIP based presence service works and for further information about the intensity of which presence traffic may be sent is presented in Annex B.
Here follows a short explanation of figure 6.1.2.1:1.

· A user (here referred to as the watcher) subscribes (sends a SIP Subscribe) to the presence server to subscribe to the presence service. 

· The presence server notifies the watcher (gets SIP Notify) about the users on his/her buddy list (here referred to as presentities) published state. The SIP Notify messages may be sent as a response to the subscription to (i.e. the start of) the presence service or when a presentity change its presence state or when the watcher by user interaction updates want to update the buddy list. 

· When a presentity change his/her state the presence client updates the state of the presence server by transmitting a SIP Publish message. 
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Figure 6.1.2.1:1.
High-level view of the SIP based presence service

Presence message exchanges should in general create more downlink SIP Notify transactions then SIP Publish transactions.

· From a system perspective the reason is that one user may be on many buddy lists, thus every published presence state change (transmission of a SIP Publish in uplink) will create many SIP Notifications sent to the different watchers in their downlink direction.

· From a user perspective the reason is that a watcher may have many presentities on his/her buddy list, given that the presentities in average change presence state as often as the watcher many more SIP Notifys are received by then SIP Publish are sent from the users terminal.

The SIP Publish and the SIP Notify messages are all acknowledged by SIP 200 OK. This means that the number of SIP messages sent in the downlink and uplink are equal. But the size of the SIP messages differs. A typical SIP Publish or SIP Notify message size may range from 1500-4000 bytes depending on the content of the XML body (see [OMA-TS-Presence_SIMPLE-V1_0-20060214-C]) while the SIP 200OK may be in the region of 400-800 bytes.  Thus, presence message exchanges should in general create more downlink traffic load than uplink traffic load.
6.2
Solution analysis

6.2.1
Limiting traffic load

The traffic load created by presence is a function of the number of presentities on the buddy-list, the number of presence states (see Annex B) and also the presence model used. The following presence models are commonly used: 

· Push

· Updates presence status at the watcher when state change (the presence model used in the traffic model above)

· Good interactivity but creates potentially lot of traffic

· Throttling 

· The notification messages are grouped together at the server and cumulative notifications are periodically sent to the watchers. (If updates have occurred)
· Less interactivity than Push, creates less traffic than Push.  

· Pull

· The watchers have to manually pull the server for presence updates

· Lower interactivity than Push may create less traffic than Push (depends on user behaviour) 
It is recommended that the presence client on a 3GPP terminal use the pull or throttling model when the presence client is not active on the watchers screen to limit traffic for users not actively monitoring their buddy lists. 
It should be noted that the presence service is defined by the Open Mobile Alliance (OMA). Decisions on including procedures to limiting traffic load needs to be taken by OMA: 

6.2.3 
Reducing message size  
The IETF has developed a SIP dictionary [RFC3485] to increase compression of “ordinary” SIP terms. A similar effort would to develop a presence dictionary for SigComp. 

Having a presence dictionary for SigComp can provide means for; 

· increase compression ratio - reduced traffic & delay

· decreases the impact of presence on SigComp with dynamic compression.
If such dictionary is developed by IETF, 3GPP needs to support the presence dictionary by including support for it in [3GPP TS24.229]. 
Annex B
Analysis of impact of presence 

B.1

Estimating presence traffic volumes

As previously mentioned, besides call-related signalling, SIP is also used to carry media when the protocol is utilized for the presence and short message services. Due to the possibility of “automatic” message exchange without user interaction, it is very likely that the SIP based presence service will create the major part of the non-call related IMS signalling (at least when the penetration of the service has become large). Thus to understand the intensity of which non-call related IMS signalling is transmitted, it is useful to derive a traffic model for SIP based presence. This sub-clause derives such traffic model for the presence service.  

B.1.1
A presence traffic model

Here is a list of traffic model parameters and definitions used; 

· Change of state is a presence event
· Presence events occurs when the presentities change state and thus creates traffic on the interface between the presentities and the presence server. 
· Presence event creates notifications on the interface between the watcher and the presence server
· Frequency of Presence Event: fPE
· Average time until an Presence Event occurs tPE= 1/ fPE
· Frequency of notifications: fNot
· Average time until a notification is sent: tNot= 1/ fNot
· Frequency of traffic for the presence service per watcher
· ftot = fNot +fPE ; where fNot = fPE *N;  where N is the number of presentities on the watchers buddy list; ( ftot = fPE *N +fPE 

For the purpose of showing the impact of the number of presence states used, in the traffic volume calculations two presence service settings are used;

· one that use two states: registered and un-registered, and

· one that use three states: registered, un-registered and busy in a phone call (Figure B.1.1:1 depicts the three state presence model).
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Figure B.1.1:1. The three state presence model. 

Frequencies for the presence state changes may be evaluated by detailed user behaviour studies and scenarios. However, it should be noted that in this paper a set of frequencies are assumed with no detailed analysis behind them. The assumed frequencies for presence state changes are;

· frequency of registering when unregistered (fReg ): 2.27 (i.e. registers after 26 minutes), 
· frequency of de-register (fDe-reg ): 0.21 (i.e. stays registered for 4h 45 minutes)
· frequency of going busy when registered (fBusy): 2 (i.e. assume that the presentity receives two calls per hour)
· frequency of being only registered after being busy (fBusy->Reg): 15 (i.e. assume that the duration of the call is 4 minutes)

When having assumptions on the frequencies for presence state changes, the probability that a users is in a certain state can be calculated by using limiting probability. 

For the two state presence service setting the equations for this limiting probability calculation are: 

· P1 + P2 =1; (where P2 is the probability that the user is registered and P1 is the probability that the user is unregistered)
· P1 * fReg = P2 * fDe-reg
· ( P1 = 0.08;   P2 = 0.92
For the three state presence service setting the equations for this limiting probability calculation are: 

· P1 + P2 + P3 =1 (where P3 is the probability that the user is busy in a call)
· P1 * fReg = P2 * fDe-reg
· P2 * fDe-reg + P2 * fBusy = P1 * fReg + P3 * fBusy->Reg
· ( P1 = 0.07;   P2 = 0.82;   P3 = 0.11; 

The frequency of presence events per watcher can now be calculated by the following equations;

· Two states: ftot = (N +1)* (P2 *fDe-reg +P1*fReg)

· Three states: ftot = (N +1)* (P2 *(fDe-reg+ fBusy) +P1*fReg+ P3 * fBusy->Reg)
Figure B.1.1:2 shows the number of presence events per watcher as a function of the number of presentities on the watchers buddy list. 

[image: image3]
Figure B.1.1:2. The number of presence events per hour for one watcher as a function of the size of the buddy list

From the analysis above it can be concluded that the traffic created by the presence service is highly dependent on the size of the buddy lists and the number of possible presence states. Having three states and the frequencies for state changes assumed earlier, and a buddy-list of 20 users you will have 38 presence events per hour meaning that 76 SIP messages will be sent/received by this particular watchers terminal during the hour. 

B.2
Impact on application layer and UTRAN

This sub-clause discusses the impacts of non-call related signaling on the application layer and UTRAN.
B.2.1
Impact on the application layer

B.2.1.1
Presence interferes the call related signalling

The presence related signaling share the same bearer as the call-related signaling. Therefore, presence updates may interfere with delay sensitive call-related signaling causing additional delays in the multimedia telephony call set-up. The probability for this to happen is however quite small. From the analysis in previous section we can assume that presence updates will happen with in the interval of one per second minute (this number can easily be reduced, see Sub-clause 6.2.2), while a multimedia telephony call set-up should be concluded in 4-8 seconds. A simple estimation of the risk of having presence interfering with the multimedia telephony call set-up would be 4-8 seconds/120 seconds (~average interval between presence updates). Thus the risk is in the region of 1 per 15-30 call set-ups will be interfered.
Unless the presence client always updates the presence state when the user either places a call or receives an invitation to a call. In that case the presence related signalling will always interfere with the multimedia telephony call related signalling and/or media transfer.
B.2.1.2
Presence influence SigComp compression ratios      
As an option SigComp , see [RFC3320] and [RFC3321], may use dynamic compression (see [RFC3321]) meaning that it uses information in previously sent/received SIP messages as states to further increase compression efficiency. When using the presence service, there is thus a risk that presence messages will remove call related information in the stored states thus reducing compression efficiency for the delay sensitive multimedia telephony call set-up messages.

[image: image4]
Figure B.2.1.2:1 SigComp decompression memory influenced by presence.

B.2.2
Impact on UTRAN

The presence related signaling share the same bearer as the call-related signaling. The bearer used for signalling related to SIP session establishment and tear-down may have a higher allocation/retention priority compared to media bearer, to enable successful connection of emergency sessions in a loaded cell. If a higher allocation/retention priority is used for the signalling bearer, the “automatic” presence message exchange without user interaction threatens to reduce multimedia telephony capacity. 

The reason for this is that every time a presence event occurs, a transport channel is needed and thus the UE needs to consume some resources in the network. When using WCDMA and a high allocation/retention priority every presence event will force the UE to go to the radio resource management state Cell_DCH. In Cell_DCH the UE consumes resources like codes and channel elements. Therefore in a loaded cell, the transition of the UE to Cell_DCH due to a presence update may trigger the termination (blocking) of an already connected media bearer that has lower allocation/retention priority.     

Every time a presence update triggers the use of a radio channel, the channel will be established, kept and terminated during a certain amount of time. For bursty services with limited amount of data sent/received at every message exchange like presence, the time of establishing, releasing and keeping the channel during the expiry of an inactivity timer is far longer than the actual transmission time of the presence message. This is shown in Figure B.2.2:1.


[image: image5]
Figure B.2.2:1 The overhead created by establishing and releasing the channel is large for presence

The maximum number of presence users, filling the cell completely with presence traffic, can be calculated for WCDMA HSPA. Assumptions:

· Configurable down switch timer from Cell_DCH to Cell_FACH or URA_PCH; 
· WCDMA HSPA: 10 s
· Channel held ~700 ms during set up assuming URA_PCH (the channel up-switch and cell update procedures)
· Channel held ~500 ms during release (the channel down-switch procedure)
· Transmission time 32 ms for 4 Kbyte message  (WCDMA HSPA with 1Mbps)
· UE is in Cell_DCH thus consuming code resources for 11.23 seconds s for a presence message 
For WCDMA HSPA we can assume that 10/16 of the code tree are used for the data channel while 5/16 of the code tree are assigned to the associated DPCH (A-DPCH) or the fractional DPCH (F-DPCH). The A-DPCH consumes 1/256 of the code tree per user giving a maximum of  (5/16) / (1/256) = 80 simultaneous users of the A-DPCH .  Thus the maximum number of presence users the cell can handle is: 80 (number of simultaneous users) * 3600 (seconds per hour) / (38 (number of presence events) * 11.23 (channel allocation time per presence event)) = 674 presence users for WCDMA HSPA. When using the F-DPCH that is recommended for multimedia telephony the code limitation limit can be multiplied with thus giving 6740 presence users. Note these numbers assume 100% code utilization and no code consumption due to soft handover, so in reality the maximum number of presence users should be less than 674 and 6740. 
But for large presence messages as assumed here, the WCDMA HSPA system is more likely power or TTI limited. The power limitation is best found by system simulations and such results are not presented here. But here follows a simple investigation of the TTI limitation. The presence update message was 4000 bytes large and the WCDMA HSPA network provided a throughput of 1 Mbps in average. Thus, the amount of time needed to transmit the presence update message is 32 ms or 16 TTIs. In reality there will be a certain amount of retransmissions, lets assume ~25%.  This means that the amount of TTIs used per presence event is 16*1.25 = 20. The amount of TTI per hour are; 500*3600 = 1800000. The amount of TTIs consumed by a user having 38 presence evets per hour are; 38*20 = 760. Thus the maximum number of presence users are; 1800000/760 that equals approximately 2400 users.    
It can be noted that for R99 DCHs the system is code limited. Assuming the use of 64 kbps DCHs when an interactive RAB is established; for the R99 DCH case every presence event consumes 1/16 of the cell resources for 2.7 seconds (for R99 DCHs the downswitch timer must be short, here 1 second is assumed) this means that if we have 38 presence events per hour the maximum number of presence users the cell can handle is: 16 (number of DCHs) * 3600 (seconds per hour) / (38 (number of presence events) * 2.7 (channel allocation time per presence event)) = 560 presence users for WCDMA R99 DCH. Note these numbers assume 100% code utilization and no code consumption due to soft handover, so in reality the maximum number of presence users should be less than 560. 
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