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1.
Introduction
One aim of the IMS is to be able to reduce the operational cost of a network.  The complexity of operating a network increases with the number of supported subscribers, and one contributor will be the management of allocating subscribers to application servers.  This will become more complex as both the number of application servers increase for a single IMS communication service (due to the need to support an increasing number of subscribers), as well as  handling the application servers required for different IMS communication services; in particular if the application servers come from different vendors, supporting differing characteristics. 
To illustrate such complexity; consider a network that contains application servers for the support of PoC and Telephony (i.e. PoC-ASes and TASes).  If the network is initially configured such that there is equal number of PoC-ASes and TASes, but later the traffic pattern changes such that more TASs are required, then it will be required to re-allocate the TASs that the subscribers are on, but not the PoC-ASs.  The re-allocation of the subscribers amongst the TASs could initially be simply the addition of new TASs to support the new subscribers, however it could also be the situation whereby the traffic model has changed such that the TASs become overloaded, requiring a percentage of the subscribers to be offloaded to other application servers.  The traffic model and the characteristics for each service is likely to change independently, and not only depend on new subscribers are added.  Further, a server outage may also require subscriber re-allocation for the subscribers allocated to a particular service.

With the current standardised approaches, this will require a “per subscriber modification” - a modification of the iFCs (filter criteria) for all of subscribers with telephony.  This effect is even more apparent if the application servers are from different vendors, where vendor specific can be applied amongst the application servers from a single vendors, and the application servers may also have different characteristics (e.g. subscribers/application server) that may make the planning more complicated.  It will also be even more complicated when considering more services such that the traffic model and the characteristics for each service may vary independently.
Instead, it would be preferable to strive for a solution that has a simpler service provision management (avoid per-subscriber application server allocation) and an approach that allows for re-allocation of subscribers upon network configuration change (which could be a server outage), avoiding a loss of service continuity as perceived by the end user.  Such an approach would lead to a reduction in the operational costs, as well as improved in service performance.
This was previously discussed as dynamic allocation of subscribers to application servers, and this paper continues that discussion (please refer to S2-060063 for further background information).

2.
Discussion

2.1 
Background

The method for directing the SIP traffic to a specific application server, for a specific user, is based upon the initial filter criteria (iFC).  Take, for example, a network with 3 Telephony application servers (TAS), with logical names TAS1.operator.com; TAS2.operator.com and TAS3.operator.com.  For such a network, subscribers would be allocated to the different TASes, requiring different iFCs for the different subscribers as the application server name is part of the iFC.  These would have to be managed and updated as either the traffic characteristics changes or the characteristics of the application servers change to e.g. support more users per application server.  This results in a higher than required OPEX.
In addition to the operational costs, using the iFCs to allocate the subscribers to the application servers has an impact on the network availability.  To illustrate this, consider the above example:  If TAS1.operator.com has an outage, then all of the subscribers with TAS1.operator.com in the iFC (which is this example is 1/3 of the subscribers) would not receive the telephony service.  This results in a lower service performance than required.
It would be desirable to avoid requiring a per subscriber modification in the network when managing the changing characteristics of a network.  In order to achieve this, the IFCs for all subscribers with the same service set should remain the same (the service set is realised with IFCs that point to the application servers providing the service in the service set), irrespective of the network characteristics.
2.2
Achieving the same iFCs for subscribers with the same services.
As described in the background above, it is desirable to have a deployment where the same iFCs (i.e. the same conditions and same Application server name) could be used for all subscribers, irrespective of the network configuration, simplifying service provisioning and service management.  This would reduce the operational costs of the network, as well as having positive benefits towards network availability (after all adding or removing an application server is then just a modification of the network configuration).

Below are a list of identified means to achieve having the same IFC for the subscribers with the same services while still supporting the scaling with application servers (include a brief analysis of each option.

1 Internal Application Server Scaling (solved per application server and per service)
This approach is to apply a single logical application server for each service.  The solution to this is proprietary per vendor and does not require standardisation.

This approach assumes a single vendor for each application server (i.e. it is not a multivendor solution), and places high requirements on the application servers.
2 Per-user caching at selected application server at the S-CSCF
With this approach the S-CSCF remembers the selected application server address/name based upon the DNS results.  The DNS is configured to have a number of application server name/address returned to the S-CSCF when the S-CSCF queries for a generic application server name.  As an example, when the S-CSCF queries the DNS for a resolution of POC.OPERATOR.COM, then the addresses returned by the DNS represent different PoC application servers (which could be poc1. operator.com, poc2. operator.com, … etc).  The S-CSCF will store the resolved name and apply that on all of that subscribers iFCs that have the same queried application server name (e.g. POC.OPERATOR.COM).  This means that if the S-CSCF performed the DNS query of POC.OPERATOR.COM for 3rd party registration, and the resolution was to POC1 operator.com, then the S-CSCF would remember to also apply the same resolution for the iFC relating to the INVITE method for the same subscriber instead of requesting another resolution of POC.OPERATOR.COM from the DNS

This approach has the disadvantage that application server assignment is performed only at the receipt of the first SIP message for the subscriber.  It does not allow for an application server to be selected based upon other signalling (such as Ut interface signalling), and will instead select a new application server for the subscriber even though an application server was already selected.  This may lead to undesirable service behaviour.  The coupling between application server assignment and the initial SIP message (e.g. REGISTRATION) should be avoided.
3 Flexible application server selection
With this approach, an application server for a subscriber can be selected both due to the initial SIP signalling for that subscriber if an application server has not been selected, or based upon any other signalling.  In both cases, the S-CSCF is explicitly informed of the selected application server with a dedicated signalling procedure.

This approach allows for a flexible multivendor means to keep the same initial filter criteria (iFCs) for the users independent of the configuration, and allow application servers to de-allocate the users, as require whilst still retaining an efficient means to allocate the users again when required.
This contribution proposes that the 3rd approach “Flexible application server selection” is following.  
3.
Proposal
In order to support the 3rd identified approach “Flexible application server selection”, this contribution proposes that the following text is included Clause 8 of TR 23.818.
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Analysis and identification of dynamic allocation of users to application servers


8.1
Problem Description

One aim of the IMS is to be able to reduce the operational cost of a network.  The complexity of operating a network increases with the number of supported subscribers, and one contributor will be the management of allocating subscribers to application servers.  This will become more complex as both the number of application servers increase for a single IMS communication service (due to the need to support an increasing number of subscribers), as well as  handling the application servers required for different IMS communication services; in particular if the application servers come from different vendors, supporting differing characteristics. 

To illustrate such complexity; consider a network that contains application servers for the support of PoC and Telephony (i.e. PoC-ASes and TASes).  If the network is initially configured such that there is equal number of PoC-ASes and TASes, but later the traffic pattern changes such that more TASs are required, then it will be required to re-allocate the TASs that the subscribers are on, but not the PoC-ASs.  The re-allocation of the subscribers amongst the TASs could initially be simply the addition of new TASs to support the new subscribers, however it could also be the situation whereby the traffic model has changed such that the TASs become overloaded, requiring a percentage of the subscribers to be offloaded to other application servers.  The traffic model and the characteristics for each service is likely to change independently, and not only depend on new subscribers are added.  Further, a server outage may also require subscriber re-allocation for the subscribers allocated to a particular service.

With the current standardised approaches, this will require a “per subscriber modification” - a modification of the iFCs (filter criteria) for all of subscribers with telephony.  This effect is even more apparent if the application servers are from different vendors, where vendor specific can be applied amongst the application servers from a single vendors, and the application servers may also have different characteristics (e.g. subscribers/application server) that may make the planning more complicated.  It will also be even more complicated when considering more services such that the traffic model and the characteristics for each service may vary independently.

The method for directing the SIP traffic to a specific application server, for a specific user, is based upon the initial filter criteria (iFC).  Take, for example, a network with 3 Telephony application servers (TAS), with logical names TAS1.operator.com; TAS2.operator.com and TAS3.operator.com.  For such a network, subscribers would be allocated to the different TASes, requiring different iFCs for the different subscribers as the application server name is part of the iFC.  These would have to be managed and updated as either the traffic characteristics changes or the characteristics of the application servers change to e.g. support more users per application server.  This results in a higher than required OPEX.

In addition to the operational costs, using the iFCs to allocate the subscribers to the application servers has an impact on the network availability.  To illustrate this, consider the above example:  If TAS1.operator.com has an outage, then all of the subscribers with TAS1.operator.com in the iFC (which is this example is 1/3 of the subscribers) would not receive the telephony service.  This results in a lower service performance than required.

It would be desirable to avoid requiring a per subscriber modification in the network when managing the changing characteristics of a network.  In order to achieve this, the iFCs for all subscribers with the same service set should remain the same (the service set is realised with IFCs that point to the application servers providing the service in the service set), irrespective of the network characteristics.   Such an approach would lead to a reduction in the operational costs, as well as improved in service performance.
8.2
Solution analysis

8.2.1
General

This section describes procedures for the support of keeping the same IFC for the users with the same services irrespective of the network configuration and is based upon the following principles:

· A user could be served on a number of SIP-AS.

· When a user is not allocated to a SIP-AS, none of the SIP-ASes stored the data for the user (for that service).

· The data for the user may be contained in the transparent data carried over the Sh interface.

· A SIP-AS maybe allocated to the user when the network receives the first request for that user.  Such a request could be a SIP registration; a SIP terminating call; an operation over the Ut interface or an operation over other interfaces, the first originating INVITE for the user, etc.

· A SIP-AS can decide when to de-allocate the user from the SIP-AS.  This is expected to be at, or sometime after, e.g. de-registering from the network.

In this section, the term “Specific SIP-AS name” is used to represent the FQDN that would uniquely resolve to an IP address of the physical SIP-AS serving the user.

8.2.2
SIP initiated SIP-AS allocation

The procedures for allocating a user to a SIP-AS based upon the reception of SIP signalling is shown below in figure 8.2-1.
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Figure 8.2-1: SIP-AS allocation due to SIP registration.

Note:
While steps 4-5 and 6-9 are shown as separate information flows over the Sh interface, these could be combined for reasons of efficiency.

1. The UE registers with the network.  The service profile is downloaded from the HSS to the S-CSCF.  The service profile for the selected service contains a “server name” that could correspond to a number of SIP-ASs, and does not contain a “specific SIP-AS name” representing an allocated SIP-AS.

2. The S-CSCF performs the DNS query on the “server name” and resolves this to one of the IP address which represents one of the SIP-ASs.

3. The S-CSCF sends the 3rd Party register to the SIP-AS over the ISC

4. The SIP-AS requests the subscriber data contained in the transparent data over the Sh

5. The HSS returns the transparent data to the SIP-AS

6. The SIP-AS writes the specific name of the SIP-AS to the HSS

7. The HSS informs the S-CSCF of the specific SIP-AS name.

8. The S-CSCF acknowledges the update

9. The HSS acknowledges the read of the data to the HSS.

10. The 200 OK is returned to the S-CSCF.
Note:
While the above flow is for a SIP registration, the same principle can be applied to any SIP signalling

It can be seen in the flow contained in Figure 8.2-1 that :

· The SIP-AS retrieves the subscriber data over the Sh-interface from the HSS.  The subscriber data is stored in the transparent data. (steps 4-5).

· The SIP-AS writes the specific name of the selected SIP-AS into the HSS, and the HSS informs the S-CSCF of the specific name of the allocated SIP-AS

This allows the S-CSCF to forward any further relieved flows to the allocated SIP-AS.

If there was a SIP-AS already allocated to the user, then upon registration the S-CSCF would be provided with the name of the specific SIP-AS instead.   This applies to IMPUs of the subscriber and to any application server for the subscriber with the same general name for the application server.
8.2.3
Ut interface based SIP-AS allocation

The procedures for allocating a user to a SIP-AS based upon the reception of signalling over the Ut interface is shown below in figure 8.2-2.
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Figure 8.2-2: SIP-A S al location due to upon Ut interface signalling. 
Note:
While steps 6-7 and 8-11 are shown as separate information flows over the Sh interface, these could be combined for reasons of efficiency.

1. The Ut request is sent to the configured address in the terminal – which reaches a SIP-AS front end.

2. The SIP-AS FE queries the HSS for the allocated SIP-AS

3. In this case, as there is not a SIP-AS already allocated, the HSS returns an indication that not SIP-AS has been allocated

4. The SIP-AS front end selects the SIP-AS.

5. The Ut request is sent to the selected SIP-AS

6. The SIP-AS request the subscriber data contained in the transparent data over the Sh

7. The HSS returns the transparent data to the SIP-AS

8. The SIP-AS writes the specific name of the SIP-AS to the HSS

9. The HSS acknowledges the read of the data to the HSS.

10. The Ut interface response is returned to the SIP-AS front end.

11. The Ut interface response is returned to the UE.

It can be seen in the flow contained in Figure 8.2-2 that :

· Upon the reception of a Ut interface request, the SIP-AS front end contacts the HSS to see if a SIP-AS has already been allocated.

· The SIP-AS retrieves the subscriber data over the Sh-interface from the HSS.  The subscriber data is stored in the transparent data. (steps 6-7).

· The SIP-AS writes the specific name of the selected SIP-AS into the HSS

If there was a SIP-AS already allocated to the user, then specific SIP-AS name would be returned to the SIP-AS FE.  The SIP-AS FE would return the Ut interface request to the specific SIP-AS.

8.2.4
De-allocation of user from a SIP-AS

The procedure for a SIP-AS to de-allocate a user is shown in Figure 8.2-3

Figure 8.2-3: SIP-AS de-allocating a user 
1. The SIP-AS decides to de-allocate a user from the SIP-AS

2. The SIP-AS sends a Sh-Update to the HSS to remove the specific SIP-AS name for the user

3. The Sh-Update Response is returned to the SIP-AS

Note:  The de-allocation of an application server may occur at when a user is considered to be de-registered from the network, though the de-allocation is not restricted to this case and may occur for other reasons.
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