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Introduction

The current SAE status contains some FFS on the grouping of functional entities MME, UPE and the variants of Anchors into one ore multiple network entities. This grouping into network entities influences the number of different entities and interfaces in the SAE architecture and thereby overall costs and complexity.

This paper here discusses advantages and drawback of a split into entities for Control and for User Plane. Most of the functions considered by the comparison are function of an UMTS SGSN. But also GGSN functions are considered. These functions together are a quite exhaustive collection of functions required for SAE. The comparison results are applicable to grouping of functional entities with a separated MME and also to a general separation into c-plane and u-plane entities.

Discussion

The following discussion bases on assumptions taken for SAE so far. For functionality not yet decided comparable approaches from UMTS are taken for the discussion. Potentially a somewhat different approach is eventually adopted for SAE. However the assumptions taken here are obviously sufficient to derive a high level view about advantages and drawback of a separation into C- and U-Plane network entities. Even if some functions are solved differently than assumed here the discussion seems to show a major trend that will not change.

Below is a table taken from TS 23.060. It shows high level functions for the PS bearer service. Details rather belonging to 2G are removed. The first two columns show assumed function allocations to SAE C- and U-Plane network entities. The other four columns are copied from TS 23.060 for comparison with 2G/3G.

The table shows that a main function of the C-plane entity would be authentication/authorisation/registration. All user plane functionality like user data handling/encryption/relaying/routing/policing/charging would be performed by the U-plane entity. However some functionality seems required on C-plane entity too. This is for example certain charging (MM), routing/relaying/encryption of NAS messages. Considerable effort seems to come from mobility management, which is required on C- and U-plane entities and needs co-ordination between the two.

	Function
	c-plane
	u-plane
	A/Gb mode  SGSN
	Iu mode SGSN
	GGSN
	HLR

	Network Access Control:
	
	
	
	
	
	

	Registration
	x
	(AAA)
	
	
	
	X

	Authentication and Authorisation
	X
	(PDN)
	X
	X
	
	X

	Admission Control
	X
	X
	X
	X
	
	

	Message Screening/policy control
	
	x
	
	
	X
	

	Charging Data Collection
	MM
	x
	X
	X
	X
	

	Operator Determined Barring
	x
	(PCC)
	X
	X
	
	X

	
	
	
	
	
	
	

	Packet Routeing & Transfer:
	
	
	
	
	
	

	Relay
	NAS
	X
	X
	X
	X
	

	Routeing
	NAS
	X
	X
	X
	X
	

	Address Translation and Mapping
	NAS
	X
	X
	X
	X
	

	Encapsulation
	
	X
	X
	X
	X
	

	Tunnelling
	
	x
	X
	X
	X
	

	Compression
	
	X
	X
	
	
	

	Ciphering
	(NAS)
	X
	X
	
	
	X

	
	
	
	
	
	
	

	Mobility Management:
	X
	X
	X
	X
	X
	X


A more detailed analysis can be performed when comparing UE/user data to be stored in a C-plane or a U-plane entity, respectively. Again the data stored in the network entity are taken from TS 23.060. The table below shows that data. All data that are clearly no more needed are removed. For the rest some data allocation to C- or U-plane may be debated. But in general it shows a trend that will not change with moving some data between the two C-plane and U-plane entities. 

	Field
	Description
	c-plane
	u-plane

	IMSI
	IMSI is the main reference key.
	X
	X

	MM State
	Mobility management state, IDLE, STANDBY, READY, PMM‑DETACHED, PMM‑IDLE, or PMM‑CONNECTED.
	X
	X

	P‑TMSI
	Packet Temporary Mobile Subscriber Identity.
	X
	

	IMEI
	International Mobile Equipment Identity
	X
	X

	MSISDN
	The basic MSISDN of the MS.
	X
	X

	Routeing Area
	Current routeing area.
	X
	x

	Service Area Code
	Last known SAC when initial UE message was received or Location Reporting procedure was executed.
	x
	X

	Service Area Code Age
	Time elapsed since the last SAC was received at the 3G‑SGSN.
	X
	

	New SGSN Address
	The IP address of the new SGSN where buffered and not sent N‑PDUs should be forwarded to.
	X
	

	Authentication Vectors
	Authentication and ciphering parameters (authentication triplets or quintets)..
	X
	

	Ciphering algorithm
	Selected ciphering algorithm.
	X
	X

	CK 
	Currently used Iu mode ciphering key.
	X
	X

	KSI
	Key Set Identifier.
	x
	

	MS Network Capability
	MS network capabilities.
	X
	

	DRX Parameters
	Discontinuous reception parameters.
	X
	X

	MNRG
	Indicates whether activity from the MS shall be reported to the HLR.
	X
	X

	Subscribed Charging Characteristics
	The charging characteristics for the MS, e.g. normal, prepaid, flat-rate, and/or hot billing subscription.
	X
	X

	Trace Reference
	Identifies a record or a collection of records for a particular trace.
	X
	X

	Trace Type
	Indicates the type of trace.
	X
	X

	Trigger Id
	Identifies the entity that initiated the trace.
	X
	X

	OMC Identity
	Identifies the OMC that shall receive the trace record(s).
	X
	X

	SMS Parameters
	SMS-related parameters, e.g. operator-determined barring.
	X
	

	Recovery
	Indicates if HLR is performing database recovery.
	X
	

	Access Restriction
	The access restriction subscription information.
	X
	

	Each MM context contains zero or more of the following PDP contexts:

	PDP Context Identifier
	Index of the PDP context.
	X
	X

	PDP State
	Packet data protocol state, INACTIVE or ACTIVE.
	X
	X

	PDP Type
	PDP type, e.g. PPP or IP.
	X
	X

	PDP Address
	PDP address, e.g. an IP address.
	X
	X

	APN Subscribed
	The APN received from the HLR.
	X
	

	APN in Use
	The APN currently used. This APN shall be composed of the APN Network Identifier and the APN Operator Identifier.
	X
	X

	NSAPI
	Network layer Service Access Point Identifier.
	X
	

	TEID for Gn/Gp
	Tunnel Endpoint Identifier for the Gn and Gp interfaces.
	X
	X

	TEID for Iu
	Tunnel Endpoint Identifier for the Iu interface.
	X
	X

	GGSN Address in Use
	The IP address of the GGSN currently used.
	X
	X

	VPLMN Address Allowed
	Specifies whether the MS is allowed to use the APN in the domain of the HPLMN only, or additionally the APN in the domain of the VPLMN.
	X
	

	QoS Profile Subscribed
	The quality of service profile subscribed.
	X
	

	QoS Profile Requested
	The quality of service profile requested.
	X
	

	QoS Profile Negotiated
	The quality of service profile negotiated.
	X
	X

	PDCP‑SND
	Sequence number of the next downlink in-sequence PDCP‑PDU to be sent to the MS.
	
	X

	PDCP‑SNU
	Sequence number of the next uplink in-sequence PDCP‑PDU expected from the MS.
	
	X

	Charging Id
	Charging identifier, identifies charging records generated by SGSN and GGSN.
	X
	X

	PDP Context Charging Characteristics
	The charging characteristics of this PDP context, e.g. normal, prepaid, flat-rate, and/or hot billing.
	X
	X

	RNC Address in Use
	The IP address of the RNC/BSC currently used.
	x
	X


The table with assumed data storage in C- and U-plane entities shows that majority of UE/user data is required in both entities. Only some authentication and subscription specific user data is on C-plane entity only. And only very specific user-plane data like sequence numbers from lower layer protocols are on U-plane entity only. From this UE/user data comparison there seems no use in separating C- and U-plane in general as it is merely just a duplication of UE/user context data. 

Another comparison can be performed based on the figure below that shows a likely functional separation into a U-plane and a C-plane entity. Again the allocation of individual functions may be debated or depend other functional groupings. However in general it shows the trend of high redundancy in C- and U-plane.


[image: image1]
Main possible functional separation seems as in the figure above:

· Authentication/authorisation and high level mobility management in C-node

· User plane processing in U-node

Considerations for this functional separation:

Obviously mobility/handover functionality is required in C- and in U-node.

Result of authentication/authorisation in C-node has to go to U-node (encrypt).

PCC rules are derived by C-node and enforced by C-node and U-node.

Prepay handling and CDR generation by C-node and U-node.

All mobility management and other NAS signalling with UE has to pass U-node, otherwise encryption in C- and U-nodes.

All control transactions experience the delay of an additional interface, which increases latencies.

Initialisation and re-keying of ciphering is distributed over C-node and U-node. 

There is high redundancy of UE context data in C- and U-nodes because of always-on models.

Effort required to keep C- and U-node UE contexts synchronised and operational (configuration, maintenance, recovery has to handle m:n relation of C:U nodes).

Only poor recovery chances as connectivity lost when U-node recovers, i.e. no advantage of a more reliable C-node.

Reliability of two nodes plus an intermediate interface compared to one node, keep-alive mechanisms between all interconnected C- and U-nodes required.

No advantage or use of independent C- and U-node scaling as every UE has a context in C- and in U-node (always-on).

Centralised MME allocation results in mobility management signalling throughout the whole network with affecting C-plane latency.

O&M and tracing are required on C- and U-nodes.

LI is required on C- and U-nodes.

The routing for UEs changing the C/U-node service areas may be optimised in cases U-nodes and NodeBs are fully meshed.

All MME and UPE in the network have to be able to address each other; any network configuration change affects all MME and UPE.

Conclusion 

The only advantage of a separation into C-plane and U-plane network entities seem to be a more optimum routing of user plane data for the number of UEs that change the C/U-node service area, which might be small. In addition the advantage strongly depends on network topology, i.e. a fully meshed network seems required with all its maintenance and administration effort.

For scalability point of view there is no advantage in C- and U-plane separations as due to the always-on behaviour every active UE has a context in a C-plane and a U-plane node. It is rather a disadvantage that almost any user/UE data are stored and handled on U-plane and C-plane node. This is not surprising as the IP connectivity service provided by the SAE system is just a user plane service. This requires that almost any control related to that user service is to be performed on the U-plane.

Some specific network configurations, e.g. corporate/private/roaming scenarios, may take advantage from separating-out the authentication/authorisation to perform this in the operator’s administrative domain while the rest may be performed outside the operator’s administrative domain. However this is rather a proxy/relay for authentication/authorisation compared to a general separation of control and user plane.

A PS domain C- and U-Plane split comparable to the split in the R4 CS domain is performed in the PS domain with the introduction of IMS. All complex service control handling is provided by IMS entities. The user plane is provided by the IP bearer service and certain gateways.

Proposed Addition 1

7.11.2.x
Alternatives with separated MME
These alternatives create control data and control function redundancy in c-plane (MME) and related u-plane entities (UPE or UPE/Inter AS Anchor) as listed under advantages and drawbacks.

Advantages:
· Separated MME allows for independent evolution of C-plane functions, which are not provided by the U-plane entity too.
· Allows to combine MMEs and U-nodes from different service areas, which allows for route optimisations for UEs changing between service areas. The degree of optimisation depends on network topology, especially on location of UPE.

Drawbacks:

· Mobility/handover functionality is required in C- and in U-node.

· Authentication/authorisation in C-node has to provide keys to U-node to enable encryption. Initialisation and also re-keying of ciphering is distributed over C-node and U-node. 

· All mobility management and other NAS signalling with UE has to pass U-node, otherwise encryption in C- and U-nodes.

· All control transactions experience the delay of an additional standard interface, which increases latencies.

· There is high redundancy of UE context data in C- and U-nodes because of always-on models. But redundant data do not improve reliability/availability as connectivity lost when U-node or C-node recovers.

· Reliability of two nodes plus an intermediate interface is lower than reliability of one node. Keep-alive mechanisms between all interconnected C- and U-nodes are required.

· Effort required to keep C- and U-node UE contexts synchronised and operational (configuration, maintenance, recovery has to handle m:n relation of C:U nodes).

· No advantage or use of independent C- and U-node scaling as every UE has a context in C- and in U-node (always-on).

· Centralised C-node allocation results in mobility management signalling throughout the whole network and affects C-plane latency. All C- and U-nodes in the network have to be able to address each other; any network configuration change affects all nodes.
· O&M and tracing are required on C- and U-nodes. Any network configuration change affects all C- and U-nodes.
· LI is required on C- and U-nodes. LI related control signalling between C- and U-nodes requires protection. National options contribute to complexity.
· CDR generation by C-node and U-node.

7.11.2.x
Alternatives with separation of C-plane and U-plane

These alternatives create control data and control function redundancy in c-plane (C-AGW/C-GSN) and related u-plane entities (U-AGW/U-GSN) as listed under advantages and drawbacks.

Advantages:
· Separated C-node allows for independent evolution of C-plane functions, which are not provided by the U-plane entity too.
· Allows to combine C- and U-nodes from different service areas, which allows for route optimisations for UEs changing between service areas. The degree of optimisation depends on network topology, especially on location of UPE.

Drawbacks:

· Mobility/handover functionality is required in C- and in U-node.

· Authentication/authorisation in C-node has to provide keys to U-node to enable encryption. Initialisation and also re-keying of ciphering is distributed over C-node and U-node. 

· All mobility management and other NAS signalling with UE has to pass U-node, otherwise encryption in C- and U-nodes.

· All control transactions experience the delay of an additional standard interface, which increases latencies.

· There is high redundancy of UE context data in C- and U-nodes because of always-on models. But redundant data do not improve reliability/availability as connectivity lost when U-node or C-node recovers.

· Reliability of two nodes plus an intermediate interface is lower than reliability of one node. Keep-alive mechanisms between all interconnected C- and U-nodes are required.

· Effort required to keep C- and U-node UE contexts synchronised and operational (configuration, maintenance, recovery has to handle m:n relation of C:U nodes).

· No advantage or use of independent C- and U-node scaling as every UE has a context in C- and in U-node (always-on).

· Centralised C-node allocation results in mobility management signalling throughout the whole network and affects C-plane latency. All C- and U-nodes in the network have to be able to address each other; any network configuration change affects all nodes.

· O&M and tracing are required on C- and U-nodes. Any network configuration change affects all C- and U-nodes.

· LI is required on C- and U-nodes. LI related control signalling between C- and U-nodes requires protection. National options contribute to complexity.

· Prepay handling and CDR generation by C-node and U-node.

· PCC rules are derived by C-node and enforced by C-node and U-node.
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