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Abstract of the contribution: Opening the discussion of redundancy and load-sharing.

INTRODUCTION

Redundancy is an important mechanism to attain high availability while load-sharing is a mechanism to use resources efficiently. Redundancy and load-sharing are always achieved by similar ways. Some solutions for redundancy and load-sharing are proposed and compared.

PROPOSAL

It is proposed following texts to be added to TR 23.882.

*******************************************************Start of Changes*************************************************

7.x
Key Issue- Network Redundancy and Load-sharing
7.x.1
Description of Key Issue – Network Redundancy and Load-sharing

Redundancy is an important factor contributing to the overall reliability of the network, and load sharing can be used by the operators to improve resource efficiency. Both redundancy and load-sharing may be achieved by two or more entities performing the same functions, where the appropriate entity is chosen as needed. This Key Issue outlines network redundancy and load sharing solutions over various network nodes and interfaces.

7.x.2
General Solutions for key issue – Network Redundancy and Load-sharing
In the following text, client entity denotes an entity that uses the services of a serving entity that employs redundancy or load-sharing mechanisms.

In one potential solution, the client entity attempts to query each serving entity in a fixed sequence until a serving entity responds, i.e. as long as the candidate serving entities fail to or refuse to respond to the query. It is a simple solution but not a flexible one. In order to achieve load sharing, the list of serving entities used by the client entity should be carefully configured. This solution is suitable for redundancy scenario, or roughly load-sharing among a few entities. In case of serving entity failure, it may take some time for the client entity to find an appropriate substitute serving entity.

In another potential solution, the sequence of serving entities used by the client entity is adjustable. The priority of each serving entity in the list can be reconfigured, e.g. based on history information and current conditions. Redundancy can be achieved more intelligently. Load sharing can be achieved if load information can be acquired or deduced. Compared to the first solution, this solution is suitable for more precise load-sharing among a limited set of entities. In case of serving entity failure, the time required to find a substitute serving entity is not reduced compared to the first solution.

In a third potential solution, a ‘request and respond’ mechanism is used. The client entity sends out a request, and the serving entity that responds faster than the other serving entities are chosen, or the serving entity that responds with the highest service priority is chosen. This solution can be used to attain redundancy and load sharing among many entities, while achieving a more precise load-sharing compared to the first two solutions. The mechanism makes use of more messages in order to reduce the search time and improve the precision of load sharing. Multicast/Broadcast may be used to reduce the number of messages if needed.

Other possible solutions are FFS. For example, the anycast feature of IPv6 may be considered.

It is FFS which solution would be used in each different situation.

It is FFS whether redundancy or load-sharing of serving network entities are needed when the client entity is a UE.

7.x.3
S1-flex Concept

********************************************************End of Changes*************************************************

3GPP

SA WG2 TD


