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DISCUSSION


This document relates to the LS S2-60014 received from CT3 about the Nb multiplexing feasibility study.

From 3GPP Release 4, there is the possibility to both use ATM/AAL2 or IP/RTP packet transport to convey voice samples between MGWs in the CS core network. 

IP transport choice for CS domain has the advantage to unify the underlying transport technology needed to deploy CS, PS and IMS domains in a PLMN.

But one of the remaining inconvenient of IP choice for CS domain is its bandwidth consumption, especially in situation where the underlying physical transport (radio/satellite link technology, legacy TDM leased lines …) is relatively expensive

The main reason for this bandwidth consumption is the RTP/UDP/IP header overhead that is needed to convey each 20 ms voice packet:

· IP header : IPv4 header is 20 bytes long, IPv6 header 40 bytes long 

· UDP header (RFC 768) : 8 bytes long

· RTP header (RFC 3550) : 12 bytes long
The total header length is then 40 bytes in IPv4, and 60 bytes in IPv6.

To be compared to the 20 ms Nb/codec payload (for example 35 bytes for a AMR 12,2  frame, and 9 bytes  for a SID frame)

Why existing IP compression standards are not suitable in Nb context?

Existing IP Compression schemes (CRTP, ECRTP, ROHC …) have been defined essentially to resolve bandwidth consumption on low bit rate links. They allow to compress all IP, UDP, RTP headers and are especially well adapted when there is a level 2 connection between the compressor and the de-compressor (the IP headers can be compressed on the link).

The situation is not the same in a CS IP transport core environment: it is mandatory to have a regular IP header for forwarding 
in the IP core network, and IP header represents at the minimum 50% of the total IP/UDP/RTP header (50% in IP v4, more in IP v6).

Multiplexing of several RTP packets is the only way to lower the weight of IP header overhead (plus the Ethernet overhead if it’s there).

But, for the moment, RTP Multiplexing technology lacks to be standardized

Impact of the RTP Multiplexing technology on the CS architecture

RTP multiplexing impact on 3GPP CS definition is limited to the multiplexing definition itself and possibly to some extra control means on the MGW to MGW protocol to take account this multiplexing level (IPBCP).CS architecture is not impacted by this optimisation definition
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