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Introduction

The key issues Policy Control and Charging, and Roaming with Local Breakout, were created at the SA2 Montreal and Sophia Antipolis meetings. However, there is no agreement on the solution aspects yet. This contribution aims at clarifying the roaming scenarios and how to control them. There are also implications to the key issue Default IP Access Service.

Discussion
The evolved architecture is expected to provide access to a variety of new services and interwork with new access technologies. This requires a careful design of the roaming mechanisms, including the control over the roaming scenarios.
One of the principles guiding the design of the evolved system has been to remove unnecessary complexity in the baseline architecture, and this should be considered in the discussions on roaming support. One way to achieve this is to avoid performing policy control and charging in both home and visited networks. Another way is to avoid transferring rules between the home and visited networks, because that would imply the need to define a roaming interface for that purpose. Furthermore, mandating support for detailed rules that should be correctly interpreted and applied in both home and visited networks would require correct mapping across the roaming interface regardless of operator specific service definitions, and avoiding this would allow for a simpler system.
As a result of this, the PCEF (PEP and TPF) functionality should be required in as few network elements as possible while allowing for the capability to perform policy control and charging despite roaming of the UE in 3GPP and/or non-3GPP access systems, and without the need to transfer context information excessively. The assumption should be not to have dynamic policy control and charging rules transferred from the home network to be applied in the visited network, unless clear reasoning is presented on why such functionality is needed, and how it can be feasibly provided.
There should be means to provide simple home and visited operator control in the visited network, while performing enhanced QoS and charging control in the home network. It should also be possible to use session based services without delays in setting up such enhanced controls, including use of services in the visited network if supported by a roaming agreement between the home and the visited operators.
Proposal
The following changes are proposed to the text in sections 7.1, 7.2, 7.9 and Annex F:

**** Start of 1st set of changes ****

7.1.2
Solution for key issue Policy control and Charging

· It shall be possible to inform the PCRF what radio access technology a subscriber is utilizing since depending on operator configuration it may influence what policy control and charging rule is being activated by a PCRF

· The PCC interfaces already defined in Rel-7 shall be used as a basis in an SAE context and may be evolved to meet SAE requirements

Editors Note: In a B1 context, cf. Annex B, the enforcement point of the mobility anchor that resides in the core network shall be controlled by a PCRF. In a B2 context, it is FFS if the Inter AS-MM shall contain an enforcement point that is controlled by a PCRF. Alternatively in a B2 context, it is FFS how the interaction between the PCRF(s) and IP Gateways is performed in Inter Access System Handover.

· The PCC functionality shall in an effective way be able to handle different QoS models cf. e.g. I-WLAN vis-à-vis WCDMA

· There shall be no policy control roaming reference points between HPLMN and VPLMN. The required control in roaming scenarios is provided by Gr+/ AAA from HSS to MME.
· The UPE and Inter AS Anchor shall be connected to OCS and OFCS in non-roaming case. It is FFS whether any charging functionality is needed in the MME. Inter-operator offline charging is handled in billing domain using TAP records, i.e. VPLMN UPE and Inter AS Anchor shall be connected to VPLMN OFCS. Inter-operator online charging can be handled by connecting VPLMN UPE and Inter AS Anchor to HPLMN OCS directly or via VPLMN OCS.
· Policy control for session based services shall be triggered by AF, with serving PCRF utilizing dynamic application session information such as filters provided by AF. For HPLMN services, subscriber profile information may be provided by SPR. For VPLMN services, subscriber profile information need not be used. PCRF may also use its own pre-configurations.
· Policy control for non-session based services may apply pre-defined PCC rules. Pre-defined PCC rules may be configured either in UPE or in PCRF. In case thay are configured in UPE thay may be active by default or they may be activated by PCRF.

**** End of 1st set of changes ****

**** Start of 2nd set of changes ****

7.2
Key Issue- Roaming with Local Breakout

7.2.1
 Description of Key Issue – Roaming with Local Breakout

Roaming is when users receive service when they are in a VPLMN, i.e. in a network other than their HPLMN.

Local breakout might optimize access to visited network services and might allow for user plane traffic route optimization. In this section it is clarified which interfaces are the roaming interfaces, and how roaming and local breakout works in general for the evolved architecture. 

7.2.2
 Solution for key issue – Roaming with Local Breakout

Roaming of subscribers (to different VPLMNs and to different types of VPLMN access) requires certain policies from the home operator to be available in the Visited network. This information may be downloaded or it may be pre-configured and used during the subscriber access to the visited network. These policies may be static, dynamic or a combination.

In order to provide high performance as well as real time services for roaming customers, efficient routing of user data or media traffic is required. The home operator shall be able to negotiate with the visited operator during the configuration of Default IP Access Service if the traffic of the user is always transported to the home network over a roaming interface or broken out locally for transport towards the destination. 

Such policies shall be based on the home operator’s preference and have a granularity such that the gain justifies the roaming infrastructure and complexity in operations for such a set up.

The IP Gateway in a VPLMN may connect to multiple HPLMNs, with one HPLMN defined for each UE. The IP Gateway in the VPLMN serves to enforce the policies and charging as negotiated between the visited and home operators. 

Using the QoS policy enforcement function in the IP Gateway in the visited network, home operators can control routing of traffic for roaming users. The mechanism to transfer the QoS policies to be applied in the visited network is covered in key issue QoS concepts. The IP Gateway in the HPLMN enforces the policies of, and the charging for the home operator. This IP Gateway can provide session continuity, even if the VPLMN changes.

Editor’s Note: Roaming with UTRA system needs additional evaluation.

Editor’s Note: Further refinement of the architecture will need to be performed to allow the concept to be further elaborated and evolved.

Editor’s Note: The User plane interface and the AAA interface in roaming case needs to be defined for 3GPP access System and non 3GPP access System.

**** End of 2nd set of changes ****

**** Start of 3rd set of changes ****

7.9.2
Solution for Key Issue – Default IP Access Service

· A Default IP Access Service in the serving (access) network is established within a single attach procedure that includes authentication and authorization of the user. It shall be possible that any user specific information about the Default IP Access Service, such as policies or configuration parameters, are received from the subscriber databases in home network, such as HSS or/and Subscription Profile Repository.

· The subscriber-specific policies or configuration parameters controlling Default IP Access Service are transferred from the home network to the serving (access) network in such a way that shall not require relaying by PCRF.

· The Default IP Access Service for roaming users in the serving (access) network can be modified by the home operator.

· The Default IP Access Service shall provide the UE with at least one IPv6 address or one IPv4 address allocated or assigned by the network, together with necessary IP configuration parameters.

· It is FFS how Default IP Access Service(s) provide IPv6 and/or IPv4 connectivity for a dual stack UE.

· It is FFS whether the IP address is allocated or assigned statically or dynamically.

· The Default IP Access Service(s) shall provide IP connectivity to the networks permitted under applicable policies and roaming restrictions without excluding local breakout.
· It is FFS whether there is need for multiple parallel Default IP Access Services for IP connectivity with different networks, such as operator services network, private IP networks, or the Internet. This is described in a separate Key Issue.

· It is FFS whether there is need for multiple parallel Default IP Access Services for the case that the UE uses different access systems in parallel. This is described in a separate Key Issue.

· The Default IP Access Service shall allow for registration to the IMS, at least for session based services that do not require enhanced QoS or charging. In this way, the Default IP Access Service can be used during the initiation of IMS application sessions prior to the establishment of IP bearers with enhanced QoS or charging, e.g. for reception of inbound sessions.
· It is FFS how and when the IMS registration is performed and what kind of IMS services is provided to the UE within the Default IP Access Service.

**** End of 3rd set of changes ****

**** Start of 4th set of changes ****

Annex F: Policy related network Scenarios

F.1
Scenario 1: Inter-system mobility within the home domain

As the user changes between two access systems, its serving MME/UPE may change. All user plane traffic will pass the anchor node(s) in addition to the serving MME/UPE. Depending on the grouping of functions (which is FFS), the anchor nodes may be interpreted as MME/UPE, Inter-AS Anchor, or both. 

For a single user, one PCRF node controls the anchor node(s), over an enhanced Gx interface (Gx+). This means that when a user moves between 3GPP cellular accesses and non-3GPP access such as I-WLAN, the PCRF will remain unchanged. Policy enforcement (PEP) and charging functions (TPF) are in the anchor node(s).

It is FFS whether service flow based policy enforcement and charging functions are needed in the serving MME/UPE, 

Note: the single PEP assumption for this scenario may prevent the use of route optimisation for traffic generated in the non-3GPP access system. Whether this is an issue for the non-roaming case is FFS.

F.2
Scenario 2: Roaming with home forwarding/tunnelling of traffic

In this scenario a user moves to an access operated by a different operator than its home operator, i.e. the user is roaming. The access type used in the visited domain may or may not be different from the access type used in the home domain. Traffic is forwarded/tunnelled home from the MME/UPE in the visited domain to the anchor node(s) in the home domain. Policy enforcement (PEP) and charging functions (TPF) are in the anchor node(s).

Since the serving MME/UPE is in the visited domain, QoS support is needed in the MME/UPE. The visited network operator may prefer not to allow another business entity, i.e. the home operator, to have direct control over its MME/UPE and set QoS and charging filters, since this would make it very difficult for the visited operator to take responsibility for the management of its own MME/UPE. 

A PCRF node is not needed in the visited domain for the transfer of dynamic AF session information to policy enforcement functions (PEP) in the serving MME/UPE, because there already are both PEP and TPF in the home domain anchor node(s). 

If such a roaming interface is defined and used for the transfer of dynamic AF session information (or some translation thereof) to the MME/UPE, it should not make the AF mobility-aware, i.e., the AF should not need to be aware that the user is roaming. This would add complexity into the AF, which is clearly not desired. In addition, the interface should also allow the home network to be involved in e.g. admission control decisions together with the transfer of the AF session information (or some translation thereof).

If it will be decided that the existence of both PEP and TPF in the home domain anchor node(s) is not enough to support the QoS in the visited domain, it is FFS how to translate the dynamic AF session information so that a roaming agreement between the visited and the home domains can be applied to the QoS policies of the AF session in a consistent fashion.

The inter-system mobility in the visited domain may imply a PEP relocation. How policy control works in conjunction with PEP relocation is FFS.

F.3
Scenario 3: Static roaming agreement

This is a simplified scenario with limited capabilities. It does not provide any PCC features, i.e. it does not use a PCRF to install dynamic policy or charging rules. Such a simplified scenario might be used for e.g., plain best-effort internet access. Basic policy and charging functionality, (e.g., measurement of the total amount of bytes transferred) could be pre-provisioned or provided over a AAA interface between the home and the visited domains.

F.4
Scenario 4: Roaming with route optimisation of traffic in the visited domain, AF in the home domain

This scenario is similar to scenario 2, with the difference that traffic is not forwarded/tunnelled to the home domain; instead it is routed optimally between the visited domain and the peer node. The application function, however, is still in the home domain; or alternatively it is outside the home domain (e.g. at a third-party) but is connected to the PCRF in the home domain.

The traffic passes through the visited network and not the home network, but it should be under the control of the home operator.

Due to the fact that no anchor node is involved in handling of the user plane traffic in the home network,  policy enforcement has to be implemented in the visited domain. It is FFS whether PCRF nodes need to be involved in the home and visited domains in order to transfer dynamic AF session information for policy enforcement in the MME/UPE. It is FFS whether the roaming agreement required between the home and the visited domains is feasible. In particular, it is FFS how the roaming agreements for charging can be made simpler, e.g. if charging is based on session signalling, and media is zero-charged.

The use of route optimisation may require updates to the PEP configuration (e.g. if the bearer route can switch between optimised and non-optimised mode during the lifetime of a session). How this is achieved is FFS.

F.5
Scenario 5: Roaming with local breakout of traffic in the visited domain, AF in the visited domain

In this scenario, the AF is in the visited domain, or at a third party but connected directly to the visited PCRF. In this case policy control takes place fully in the visited network, without direct signalling from the home network. The way policy rules are provided by the PCRF in the visited domain has to be settled in the roaming agreement with the home domain. It is FFS whether an increasing reliance on the roaming agreement to provide control in the visited domain is feasible, and what modifications would be needed to the roaming agreements. 

In particular, it is FFS how charging is handled in the visited network.

It is FFS whether the home network AF takes part in the service provisioning.
**** End of 4th set of changes ****
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