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1. 
Introduction

At the last SA2 / RAN2 / RAN3 meeting a contribution (‎[1]

 REF _Ref124129240 \r \h 
‎[2]) was presented outlining a proposal for a 2-node SAE / LTE architecture. The architecture is based on having a multi-to-multi relationship between the central nodes called ACGWs and the base stations called Node Bs. This solution will meet the requirement in clause 5 of TR 23.882 (v 0.9.0) stating that: “The SAE/LTE system shall support redundancy concepts / load sharing of network nodes, e.g. similar to today's Iu-flex mechanisms. All nodes other than cell site node should be considered “distributed resources utilising load sharing/redundancy mechanisms”.”

This contribution further elaborates on how to achieve a multi-to-multi relationship (called S1-flex) in a 2-node SAE / LTE architecture. A S1-flex solution is where a Node B is connected to multiple ACGWs. In the terminology of the converged SA2 architecture this would mean that there is a multi-to-multi configuration between the Node Bs, and the MME / UPE and Inter AS anchor functions.
It is proposed to adopt text proposal in section 4 to 3GPP TR 23.882, to add the support of S1-flex as a key issue for SAE. 
2. 
Discussion

2.1
Overview of S1-flex concept

Figure 1 shows an overview of a S1-flex solution in SAE / LTE. Multiple Node Bs can be connected to multiple ACGW (includes MME/UPE and Inter-AS anchor functionality) via the transport network. Terminals in the same cell can be connected to different ACGW and terminals in different cells can be connected to the same ACGW. Each ACGW has its own Gi reference point where the terminals have their IP PoP’s (Point-of-Presence). The ACGW can be located on the same physical site or be geographically distributed.
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Figure 1: An ACGW to Node B multi-to-multi configuration

2.2
Benefits of interconnecting multiple ACGWs to multiple Node Bs
In general, the main benefit of introducing an S1-flex concept is that there will be a multi-to-multi relationship between the ACGWs and Node Bs, which means that ACGW’s can be interconnected to multiple Node B’s and vice versa. This has the following advantages (compared to a strict hierarchical configuration between Node Bs and ACGWs):

· Allows for node load sharing and improves scalability. The size (e.g. capacity) of the ACGW will no longer impact the coverage area of the ACGW, since multiple ACGW can be assigned to cover the same area, and the load can be shared between the ACGW. This also improves the deployment flexibility and avoids unnecessary re-deployment when the network load increases. 
· Improved network redundancy and maintenance. If one ACGW node would fail or would require maintenance it is possible to let other ACGWs covering the same area to take over the traffic, thus avoiding / reducing service outage times, experienced by the end user.

· Increases coverage area of the ACGWs. This makes it possible to avoid control and user plane relocations for active terminals moving in the network, which reduces the signalling load and the interruption of end user service. For inactive terminals it is possible to optimize the transport routing by relocating to a new ACGWs located closer to the terminal.
2.3
ACGW selection
When a terminal is turned on it attaches to the selected access network by sending a request for initial registration. The Node B receiving this request selects one of the ACGWs that are expected to handle that terminal and the ACGW become the terminals IP PoP for as long as the terminal is attached to the network. There are several possible methods for the Node B to select ACGW at time for registration, e.g. as for Iu-flex today on a load-sharing basis or each Node B may use a “default ACGW” that for example could be the geographically closest. At the time of the first registration, the terminal is provided with “ACGW-Id” information by the ACGW, which it later on during mobility sends to the new Node B in the cell update message when entering a new cell. The new Node B analyses the “ACGW-Id” in order to know which ACGW that handles this particular terminal and routes the cell update message to the correct ACGW. It is FFS if the “ACGW-Id” can be part of the terminal temporary identity (e.g. RNTI, P-TMSI).
2.4
Roaming in an S1-flex solution
When a terminal first tries to register in a visited network, the Node B selects an ACGW in the visited network that will take on the role as Serving ACGW or S-ACGW (meaning MME/UPE). The S-ACGW then needs to find a suitable ACGW in the home network. This could for example be done by DNS look-up. The chosen ACGW in the home network will take the role as Anchor ACGW or A-ACGW (meaning Inter AS anchor) and will provide the IP PoP to the UE. The A-ACGW role will remain in the same ACGW during the lifetime of the IP connection, but the S-ACGW role will change if the terminal is relocated to another S-AGCW.
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Figure 2: Roaming in S1-flex Configuration
2.5
Inter-ACGW Mobility

Due to network organizational aspects, network sharing, regulatory or transport reasons the operator may choose to configure the network in such away so that not all Node Bs are connected to all ACGWs in the network. Mobility in this case will be handled in a similar way as the roaming case using 3 nodes (i.e. having a split between the MME/UPE and the Inter AS anchor).

As long as the terminal moves between Node Bs which have a direct connection to the serving ACGW, both the ACGW and the IP PoP is kept. When the terminal moves to a cell which do not have a direct connection to the serving ACGW, a local ACGW with a connection to the new Node B takes on the role as S-ACGW and the ACGW where the terminal made its initial registration stays on the role as A-ACGW. That means that the IP PoP is kept and that the traffic is tunnelled between the ACGWs, as illustrated in Figure 3.
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Figure 3: Inter-ACGW Mobility
2.6
APN usage in an S1-flex solution 

If it is decided to keep the APN concept in the new SAE/LTE architecture it can be supported in an S1-flex solution.
In the example in Figure 4, the two curved lines show the case where the terminal is using two APN, which situated in different ACGWs. The ACGW, which the terminal first attached to, is responsible for resolving the APN for subsequent PDP context activations and for selecting which ACGW that handles the selected APN. In this case the ACGW handling APN2 will only take the role of A-ACGW (Inter AS anchor), while the ACGW handling the APN1 will take the role of both S-ACGW (MME/UPE) and A-ACGW (Inter AS anchor).
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Figure 4: APN usage in the ACGW pool concept

2.7
Relation to Reference Architecture

This contribution is addressing the case when the Inter-AS Anchor and MME/UPE (as seen in Figure 5) is located in the same node. The solution is however also valid when they are separated into two nodes. The key aspect is just that there should be a multi-to-multi relation ship between the EUTRA cells and the MME/UPE. 
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Figure 5 Converged SAE Architecture
3.
Conclusion
In this contribution we have shown how a S1-flex concept would work in a 2-node architecture and what are the main points with such a concept, which includes ACGW selection, handling of mobility between pools, roaming, etc. Also, the benefits compared to having a strict hierarchical Node B to ACGW configuration have been described. 

The principles for the proposed solution are generic with regards to the detailed architecture assumptions and it is proposed to add a new key issue on “S1-flex Concept” to the TR 23.882.
References:
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[2] R2-052900, “Solutions for a 2-node 3GPP SAE / LTE architecture”, Ericsson
4.
Proposal for TR 23.882

It is proposed that a new sub-clause is added with the following text:
7.X
Key Issue – S1-flex Concept

7.X.1
Description of issue

As stated in clause 5 of TR 23.882 (v 0.9.0) there is a requirement for SAE / LTE to support redundancy concepts / load sharing of network nodes, e.g. similar to today's Iu-flex mechanisms. All nodes other than cell site node should be considered. In order to meet this requirement it is required to make the S1 interface a multi-to-multi interface, where one E-UTRAN Node B can be connected to multiple MME / UPEs for different terminals. 

This section is outlining the solutions for this key issue.
7.X.2
Assumptions on S1-flex concept

The following assumptions are taken regarding the S1-flex configuration:

1. There is a multi-to-multi relationship between the Node Bs and MME / UPEs in SAE / LTE, meaning one Node B can communicate with different MME / UPEs and vice versa.

2. One terminal can only have one serving MME / UPE at a time.

3. The serving MME / UPE will be assigned to the terminal during attach to the network.
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