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1 Introduction
In [1] it was proposed to take the working assumption that the SAE / LTE architecture should only contain 2 User Plane (UP) nodes in the non-roaming case. These nodes were called Access Gateway and E-Node-B. This approach was motivated by a reduction of the number of standardized interfaces, and a reduction of User Plane (UP) / Control Plane (CP) latency.

This paper outlines a solution for such a 2-node SAE / LTE architecture, which meets the SAE / LTE requirements on performance (e.g. UP / CP latency, mobility) and security (i.e. same or better than current UMTS level) without introducing any unnecessary complexity (e.g. Inter-Node B UP / CP interfaces).

The solution is based on keeping the security and the control of the terminal mobility in a central node, in this paper called Access and Core network Gateway (ACGW), allowing for strong security and efficient RRM functionality without the need for complex inter-Node B interfaces. In addition a low overhead packet centric UP layer is supported in the ACGW making it possible to support loss-less (relocation free) cell changes.

This contribution is focusing on the functional split between the ACGW and the Node B, for more detailed proposals on intra-3GPP and inter-3GPP/non-3GPP mobility/functionality see [2]

 REF _Ref118602044 \r \h 
[3]

 REF _Ref118267214 \r \h 
[4].

2 2-node Architecture

Figure 1 shows an overview picture of a 2-node SAE / LTE architecture. The following things should be noted.

a) The CP / UP anchor is terminated in the ACGW node. This makes it possible to support seamless network controlled mobility without the need for a interface between the Node Bs.

b) Ciphering and integrity protection is managed by the ACGW node. This allows for a security solution in SAE / LTE at least as strong as in UMTS, which can be achieved without sacrificing performance of SAE / LTE. 

c) Both 3GPP and Non-3GPP integration is handled below the interface to the external packet data networks (e.g. Internet) (see [5]).

d) The function that owns the cell resources is performed outside the ACGW node. It is assumed that the ownership of the cell resources is handled in each Node B. Having the cell resource ownership outside the ACGW makes it possible to support pooling of ACGW (of both CP / UP flows), allowing one Node B to be connected to several ACGWs for different terminals (thus avoiding a single point of failure).
e) Although not directly shown in the picture it is also possible to support an inter-ACGW interface for the case of ACGW belonging to different pools. In this case it is assumed that this interface would be similar to the interface used to connect other 3GPP systems. In this case the terminal that is moving between pools would operate using 3 UP nodes. The benefit is that the anchor point and IP point-of-presence is kept throughout the session. No relocation of session state information is needed.
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Figure 1 Overview picture of a 2-node architecture

Figure 2 shows an overview on how the roaming scenario can be handled in a 2-node architecture. In this solution the ACGW in the VPMLN will act as a serving node and handle the mobility within the visited network. The ACGW in the HPMLN will act as an anchor node and IP point of presence. In the B.1 case the roaming interface will be based on Gp+.
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Figure 2 Overview of roaming solution in 2-node architecture
3 Placement of Important Functionality

3.1 Mobility and Resource Control

In this solution the terminal mobility is controlled by the central ACGW node. Practically this means that the ACGW node would perform functions like collecting measurement reports, making handover decisions and preparing resources in the target cell. The handover decisions can be based on link measurement, and service, subscription, policy information etc. as well as load information from multiple-cells. The ACGW also performs authentication, assigns temporary identities and manage state transitions between LTE_DETACHED, LTE_IDLE and LTE_ACTIVE.

There is no need to relocate the CP anchor during cell changes and there is no need to support an inter-Node B interface.

Placing this functionality in a central node will not negatively affect the latency performance of SAE / LTE (see [6]). The motivation for this that when the UE is in LTE_ACTIVE all scheduling and resource re-configurations will be performed by the Node B. The ACGW node is mainly involved during mobility, service activation and LTE state transitions, and this is similar to other 2-node solutions as well.

Further details regarding the advantages of placing CP functions for mobility in a central node is presented in [6].

In conclusion, terminating the control plane functions for mobility in a central node will increase the possibilities to support fast seamless network control mobility and efficiently utilize the radio resources without introducing unnecessary complexity and signalling.

3.2 Support for Terminals in LTE_IDLE

According to the performance requirements for SAE / LTE the transition from a camped (power saving) state to active state should be below 100 ms. At the same time it is very likely that a lot of terminals will be in power saving state. In order to minimize the signalling load and the terminal power consumption in this state it is important to allow terminals to roam over multiple cells (over a tracking area) without updating the network of the terminal movement.

In today’s UMTS network there are two protocol states (URA_PCH, PMM_IDLE) that efficiently support tracking areas. 

· In URA_PCH the RRC connection (contains security and terminal capability context) and RAB context (includes RB, QoS) are kept when the terminal is in power saving state. This makes it possible to support very fast resumption of data transfer when the terminal have data to send.

· In PMM_IDLE it is required to re-establish the RRC connection, send a service request, re-establish RAB context etc. when the terminal has data to send. 

The performance difference between the two options is obvious and the only realistic solution that can meet the performance requirements for SAE / LTE is to keep a full CP / UP context in the network when the terminal is in LTE_IDLE.

There is also several advantages with managing LTE_IDLE terminals in the central ACGW nodes. For example there is no interface between Node Bs required or no context transfers between Node Bs when the terminal returns from LTE_IDLE. In addition if the control of the terminal mobility for active terminals are also supported in the ACGW it is a natural solution to handle and control both the active and idle states in the same node. 

In conclusion the LTE_IDLE state should in a 2-node architecture be managed by the ACGW in order to reduce the complexity (avoid unnecessary interfaces, see [1]), in addition for performance reasons it is required to keep the major part of the RRC, RAB/RB and Security context when the terminal is in LTE_IDLE state. 

3.3 UP / CP Security

The security solution for SAE / LTE should be at least as strong as in UMTS. This can be achieved without sacrificing the performance or increasing the complexity of SAE / LTE. In fact having termination of UP / CP ciphering and integrity protection in the ACGW node leads to significantly lower complexity than terminating the functionality in the Node B, since no additional protection is needed between the ACGW and Node B, and no security relations, contexts transfers or interfaces are needed between the Node Bs.

The solution is based on performing ciphering (and integrity protection) of UP / CP data in the ACGW node. The ACGW node is assumed to be placed at a secure site. The ciphering should be applied on whole IP packets (incl. header) in order to minimize processing and delays. 

The ACGW node will perform gating, packet filtering, traffic shaping, etc. on the downlink packets. Any information (e.g. priorities, flow IDs) that will be useful for the transport network layer, Node B and the radio scheduler will be provided (signalled) from the ACGW (e.g. in the tunnelling protocol). The overhead with this solution will be the same as when radio ciphering is terminated in the Node B, since also in that case a tunnel is required, in order to provide a secure link between the ACGW and Node B.

Application layer ciphering is not an alternative to ciphering in LTE, but rather a useful complement to the SAE / LTE access security. Using only application layer ciphering will not solve the problem with CP protection and will not reduced the total amount of processing needed for the ciphering (radio will need to be protected regardless).

At least the same level of CP security as in UMTS should be provided by SAE/LTE, this  includes signalling related to identities as well as resources and identity assignment in neighbouring cells. The simplest way to achieve this is to terminate all mobility related signalling in the ACGW node. This will not have any negative impact to performance and have other benefits (see 3.1).

In conclusion both the UP and CP security should be terminated in the ACGW (at a secure site). In the Node B it should only be possible to assign resources for the own cell and only to terminals that have been authenticated by the ACGW.

3.4 User Plane Mobility Functions

As concluded at last RAN2 meeting an outer ARQ mechanism is required in the user plane to recover from residual HARQ errors (i.e. errors not detected by the hybrid-ARQ layer). Terminating the outer ARQ in the ACGW would in addition to support the HARQ, provide support for lossless and in-order delivery of UP data. Providing such support will simplify the UP management and in the case of handover, it would be sufficient to restart only the lower layers of the protocol stack in the target Node B. Further, by locating the outer ARQ in the same node as ciphering makes it possible to reuse the outer ARQ sequence number for ciphering. Further details on the advantages with terminating the outer ARQ in the ACGW is elaborated on in [7].

Latency wise, it is acknowledged that the outer retransmission loop for lossless ness may have a longer RTT when it is terminated in a central node than when it is terminated in Node B. Retransmissions triggered by the function for lossless in-sequence delivery should, however, be infrequent enough to have negligible impact on UP performance [8].

In conclusion the outer ARQ should be terminated in the ACGW, since it allows for using the same ARQ functionality not only for handling residual HARQ errors but also for handling losses in case of a handover, without any harmful affect on performance and latency. In addition it removes the need for a inter NodeB interface for packet forwarding and thereby simplifies the system architecture.
4 Summary of 2-node Architecture

Figure 3 shows an overview of the functional placement in the 2-node SAE / LTE architecture, focusing on the functional split between ACGW and Node B. The ACGW will handle CN functions today handled by the GGSN and SGSN. This includes e.g. support for mobility over the Gn interface, charging / policy, security / authentication, inter-access mobility, attach and IP point of presence of the UE, and control of QoS. In addition it will have other control plane functions similar to what today is handled by RRC, e.g. control of mobility and radio bearer configuration. Also, the RRC functions covers support of the LTE_IDLE state (i.e. parts of the MME and UPE functions). The ACGW will also handle non-3GPP accesses, including multi-access mobility.

In the user plane the ACGW will handle functions like header compression, ciphering and outer ARQ, where the outer ARQ will provide both robustness against losses by the HARQ and loss-less mobility. In addition to these functions the ACGW can provide support for macro diversity.

The following functions are introduced in the Node B; support for ACGW in pool and UP segmentation/concatenation. It is also assumed that the ownership of radio resources in a cell is controlled by the Node B.
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Figure 3 Overview of functional placement in a 2-node architecture

5 Conclusion

A two node architecture consisting of Access and Core Gateways (ACGW) and Node Bs has been presented. The ACGW will handle CN functions handled by the GGSN and SGSN today and RAN functions like RRC, header compression, ciphering/integrity protection and outer ARQ and the node B handles functions like segmentation/concatenation, scheduling, multiplexing and physical layer functions. The proposed architecture:

· Fulfils the requirements on low latency and signalling delay.

· Supports loss less mobility.

· Do not require inter-Node B interfaces and relocation of UE context at cell changes.

· Provides at least as strong level of security as 3G with low complexity.

· Can support macro diversity

In addition the architecture has minimal number of nodes/interfaces in both control plane and user plane. It is a simple architecture allowing for further enhancements that could be used to align the different architecture views.
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6 Proposed Text to 23.882

Annex X: Functional Allocation in 3GPP SAE / LTE architecture

X.1
General

The intent of this Annex is to study functional allocation between the nodes in the 3GPP SAE / LTE architecture.
X.2
Solutions for Functional Allocation in 3GPP SAE / LTE architecture
X.2.1 Alternative A – 2 Node Architecture
X.2.1.1 Overview
Figure X.1 shows an overview picture of a 2-node SAE / LTE architecture. The following things should be noted.

a) The CP / UP anchor is terminated in the ACGW node. This makes it possible to support seamless network controlled mobility without the need for a interface between the Node Bs.

b) Ciphering and integrity protection is managed by the ACGW node. This allows for a security solution in SAE / LTE at least as strong as in UMTS, which can be achieved without sacrificing performance of SAE / LTE. 

c) Both 3GPP and Non-3GPP integration is handled below the interface to the external packet data networks (e.g. Internet).

d) The function that owns the cell resources is performed outside the ACGW node. It is assumed that the ownership of the cell resources is handled in each Node B. Having the cell resource ownership outside the ACGW makes it possible to support pooling of ACGW (of both CP / UP flows), allowing one Node B to be connected to several ACGWs for different terminals (thus avoiding a single point of failure).
e) Although not directly shown in the picture it is also possible to support an inter-ACGW interface for the case of ACGW belonging to different pools. In this case it is assumed that this interface would be similar to the interface used to connect other 3GPP systems. In this case the terminal that is moving between pools would operate using 3 UP nodes. The benefit is that the anchor point and IP point-of-presence is kept throughout the session. No relocation of session state information is needed.
[image: image4.emf]ACGW

Node B Node B

Node B

Other

3GPP

System

Internet

Non-

3GPP

System

ACGW-

pool

ACGW

Node B Node B

Node B

Other

3GPP

System

Internet

Non-

3GPP

System

ACGW-

pool


Figure X.1. Overview picture of a 2-node architecture

Figure X.2 shows an overview on how the roaming scenario can be handled in a 2-node architecture. In this solution the ACGW in the VPMLN will act as a serving node a handle the mobility within the visited network. The ACGW in the HPMLN will act as an anchor node and IP point of presence.
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Figure X.2 Overview of roaming solution in 2-node architecture
X.2.1.2 Overview Functional Allocation
Figure X.3 shows an overview of the functional placement in the 2-node SAE / LTE architecture, focusing on the functional split between ACGW and Node B. The ACGW will handle CN functions today handled by the GGSN and SGSN. This includes e.g. support for mobility over the Gn interface, charging / policy, security / authentication, inter-access mobility, attach and IP point of presence of the UE, and control of QoS. In addition it will have other control plane functions similar to what today is handled by RRC, e.g. control of mobility and radio bearer configuration. Also, the RRC functions covers support of the LTE_IDLE state (i.e. parts of the MME and UPE functions). The ACGW will also handle non-3GPP accesses, including multi-access mobility.
In the user plane the ACGW will handle functions like header compression, ciphering and outer ARQ, where the outer ARQ will provide both robustness against losses by the HARQ and loss-less mobility. In addition to these functions the ACGW can provide support for macro diversity.

The following functions are introduced in the Node B; support for ACGW in pool and UP segmentation/concatenation. It is also assumed that the ownership of radio resources in a cell is controlled by the Node B.
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Figure X.3 Overview of functional placement in a 2-node architecture
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