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1
Introduction

The purpose of this document is to discuss QoS management in general and to describe a possible simplified QoS management in particular.

The following topics are discussed:

· revisiting existing UMTS QoS attributes;

· notion of QoS aggregation;

· eNodeB-ASGW transport of multiple (application-level) IP flows per UE in a single IP (transport-level) bearer.
Note that the term “IP flow” is used here in the traditional sense i.e. to designate a flow of IP packets characterized by the following 5-tuple:  Source IP address, Destination IP address, source port, destination port, protocol ID.  
2
Discussion

2.1
Revisiting existing UMTS QoS attributes
The UMTS bearer attributes today are summarised in the table below (excerpt from 23.107):

Table 2: UMTS bearer attributes defined for each bearer traffic class

	Traffic class
	Conversational class
	Streaming class
	Interactive class
	Background class

	Maximum bitrate
	X
	X
	X
	X

	Delivery order
	X
	X
	X
	X

	Maximum SDU size
	X
	X
	X
	X

	SDU format information
	X
	X
	
	

	SDU error ratio
	X
	X
	X
	X

	Residual bit error ratio
	X
	X
	X
	X

	Delivery of erroneous SDUs
	X
	X
	X
	X

	Transfer delay
	X
	X
	
	

	Guaranteed bit rate
	X
	X
	
	

	Traffic handling priority
	
	
	X
	

	Allocation/Retention priority
	X
	X
	X
	X

	Source statistics descriptor
	X
	X
	
	

	Signalling indication
	
	
	X
	


There are several QoS attributes in this table that may become obsolete for SAE/LTE. Examples of such attributes are Delivery order (e.g. because IP transport does not guarantee in-sequence delivery anyway), Maximum SDU size (because there is no need for RAN transport optimisations), SDU format information (because there may be no notion of subflows) or Delivery of erroneous SDUs (because of possible Hybrid ARQ on the radio).
On the other side, there are a couple of parameters which will undoubtedly remain, such as Guaranteed Bit Rate (GBR), Transfer delay, Traffic handling priority (THL) and Allocation/Retention priority (ARP).
Anyway, the intent of the present paper is point out to the need for QoS simplification in the future, rather than proposing actual candidates for obsolescence.

In addition, we would like to focus on the Maximum bitrate (MaxBR) attribute. It is worth noting that today MaxBR is defined on per-UMTS bearer basis. While this may be important for Conversational and/or Streaming bearers, it is not obvious to see why it is required for I/B traffic. Typical commercial DSL offers today define a Maximum Bit Rate on per-user basis, regardless of the number of IP flows or their traffic classes. If SAE is supposed to follow the same model, then what would be required is an Overall MaxBR (OMBR) on per-user basis, rather than per-bearer basis. This OMBR parameter would be defined on subscription rather than bearer basis, and would help differentiating among different user categories (typically referred to as gold, silver, bronze, etc.).
2.2
QoS Aggregation
In order to reduce the amount of UE context data stored in eNodeB and transferred during handover, and to minimize QoS-related packet processing, it is worth considering the concept of QoS aggregation, defined as follows:
All IP flows belonging to the same traffic class are handled as a single traffic aggregate, whose QoS attributes are equal either to the sum of the QoS attributes of the tributaries (e.g. in case of GBR) or to the most stringent QoS attributes of each tributary (e.g. in case of Transfer delay).
For example, two IP flows requiring 10 kbit/s each would be handled as a single traffic aggregate with a GBR equal to 20 kbit/s. Whenever a new IP flow of Conversational or Streaming type is added/deleted, the QoS parameters of the aggregate traffic have to be adjusted. Regarding I/B traffic, and provided that an OMBR parameter is defined (refer to the previous section), the addition or deletion of subsequent IP flows may be carried out silently i.e. without any explicit re-negotiation between the ASGW and the eNodeB.

In case the UE is allocated multiple IP addresses, the QoS aggregation applies on per-IP address.

Note that this concept is nothing new: in today’s terminology this means that there would be only one Secondary PDP Context per Traffic Class. The Modify PDP Context procedure would be used whenever adding or deleting a new IP flow of the same Traffic Class.

What is proposed here is to discuss whether such an aggregation handling can or should be mandated in the standard.
The advantages of this approach include the reduction of context data stored in the eNodeB and simplified transport on the eNodeB-ASGW interface.

A possible drawback of this approach is that in case of radio congestion there is no per-flow visibility in the eNodeB. As a result, all GBR flows of a congested UE may be dropped by the eNodeB in situations where, at least in theory, it would suffice to drop only some of them.

2.3
Transport and QoS provisions on the eNodeB-ASGW interface
It is generally agreed that the eNodeB-ASGW transport will be based on some kind of IP tunnelling (of which GTP-U is one example). The IP header of the transport bearer includes a DSCP field (“transport DSCP”), which could be used in conjunction with the requested SAE QoS parameters and/or with the DSCP field at the application level (“application DSCP”).
Note: the use of this DSCP field in the GTP-U header is not standardised today.
We believe that the transport DSCP field should be used for indicating the Traffic Class and the Traffic Handling Priority of the transport IP packet payload. This could be done the way it is defined in GSMA’s IREG 34:
	Traffic class
	DiffServ PHB

	Conversational
	EF

	Streaming
	AF41

	Interactive: THP = 1
	AF31

	Interactive: THP = 2
	AF21

	Interactive: THP = 3
	AF11

	Background
	BE


The downlink packets of Streaming or Interactive IP flows are by default mapped to a “transport DSCP” marking of the AFx1 format, unless the policing function in the ASGW and/or the “application DSCP” marking suggest that the Discard Eligibility of the packet should be increased (i.e. AFx2 and AFx3 should be used instead of AFx1).
Note that all other parameters that cannot be explicitly deduced from the DSCP field (e.g. GBR, Transfer delay, ARP, possibly the new proposed OMaxBR) are stored in the eNodeB context on per-aggregate basis.
The same logic would apply in the uplink if the eNodeB has visibility of the application IP header (i.e. if HC compression and ciphering are located in the eNodeB). Otherwise, the eNodeB determines the DSCP marking according to the radio bearer on which the uplink PDU was received.
3
Conclusion and Proposal

It is proposed to:

· Study which UMTS QoS parameters are obsoleted for SAE/LTE;

· Agree on a new paramater for limiting the overal bit rate per user (referred to here as the Overall Max Bit Rate = OMBR);
· Discuss whether the concept of QoS aggregation per Traffic Class should be mandated in the standard, and
· Agree on the proposed use of transport-level DSCP markings in accordance with the requested Traffic Class and Traffic Handling Priority, and possibly modulated by the application-level DSCP marking.
ANNEX:
Example of DiffServ use over the eNodeB-ASGW interface

In this annex it is assumed that compression and ciphering are done in the ASGW. Nevertheless, the proposal for DiffServ use over the eNodeB-ASGW interface is independent of the location of these functions.

The following per-packet treatments are proposed:
· For UL packets:

· the eNodeB performs the Diffserv marking according to RB used by the UE for the appropriate IP Flow. In the uplink, it is assumed that the radio network capacity is less than the backhaul capacity as this ensures efficient use of the radio resources. As such, there is no need to protect the core network from the radio network and the eNodeB does not need to perform shaping. 

· Nevertheless, Diffserv re-marking may be performed on UL packets in the ASGW according to negotiated QoS.
· For DL packets:

· the ASGW performs Diffserv marking according to negotiated QoS

· the eNodeB uses Diffserv codepoint marking received from the ASGW to determine appropriate handling of the packet on the radio interface, along with the QoS parameters stored in the UE context.
· Policing (including re-marking Diffserv codepoints to match the QoS contract) and shaping is performed by the ASGW in both directions. The ASGW containing the UE’s context tracks the UE’s compliance to its subscribed and negotiated QoS limits.
This is illustrated in the following figure:
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For a DL packet the eNodeB identifies UE based on Tunnel identifier (e.g. TEID in case of GTP-U). eNodeB uses mainly the DSCP marking for the purpose of radio scheduling of non-GBR flows. eNodeB uses DSCP marking + Negotiated QoS  to schedule GBR flows over the radio.
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