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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms defined in 3GPP TR 21.905 [8] apply:

NAS node selection Function: The function used to assign specific network resources (i.e. MSC or SGSN) to serve a mobile station and subsequently route the traffic to the assigned network resource.

Network Resource Identifier:
A specific parameter used to identify the CN node assigned to serve a mobile station.

Non-broadcast LAI/RAI: Each CN node in a pool have to be assigned one unique non-broadcast LAI/RAI that it use in case it want to be offloaded. Each CN node in the pool has to be aware of the non-broadcast LAI/RAI assigned to the other CN nodes in the pool, because in case of re-distribution the 'target CN node' will retrieve data (e.g. IMSI, security context) from the 'offloaded CN node' based on non-broadcast LAI/RAI.

Null-NRI: A 'null-NRI' indicates to a radio node (BSC/RNC) that the NAS Node Selection Function shall be used for selecting a CN node to receive a message. A radio node can also from the ‘null-NRI’ determine which CN node ordered the UE to re-distribute and hence avoid sending the message with a ‘null-NRI’ back to the same CN node again. 

Pool-area: A pool area is an area within which a MS may roam without need to change the serving CN node. A pool area is served by one or more CN nodes in parallel.  All the cells controlled by a RNC or BSC belong to the same one [or more] pool area[s].
RAN node service area: This area contains all the cells controlled by the RAN node (RNC or BSC).
3.2
Symbols

For the purposes of the present document, the following symbols apply:

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

AS
Access Stratum

BSC
Base Station Controller

BVCI
BSSGP Virtual Connection Identifier

CN
Core Network

CS
Circuit Switched

CS-MGW
Circuit Switched Media Gateway

DNS
Directory Name Server

IDNNS
Intra Domain NAS Node Selector

LA
Location Area

LAI
Location Area Identity

MS
Mobile Station

MSC
Mobile Switching Centre

NAS
Non Access Stratum

NRI
Network Resource Identifier

O&M
Operation and Maintenance

PS
Packet Switched

RA
Routing Area 

RAI
Routing Area Identity

RAN
Radio Access Network

RNC



Radio Network Controller

SRNS
Serving Radio Network Subsystem

TMSI
Temporary Mobile Station Identity 

TLLI
Temporary Logical Link Identifier

UE
User Equipment

Next Change

4.5
Load Balancing

Preferably, the NAS Node Selection Function in the RAN node balances the load between the available CN nodes. This is performed by an appropriate selection of the CN node for an MS which was not yet assigned to a CN node, i.e. when there is no CN node configured for the NRI indicated by the MS, when a 'random TLLI' is received (Gb-mode BSC), when no NRI can be derived or in exceptional cases, e.g. when the CN node corresponding to an NRI cannot be reached. The load-balancing algorithm is implementation specific.

In case of handover/relocation into a pool-area a load balancing between all the target CN nodes serving this  pool-area is gained by configuration. Source CN nodes which support Intra Domain Connection of RAN Nodes to Multiple CN Nodes may be configured with all possible target CN nodes for each handover/relocation target. Source CN nodes which do not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes can configure only one target CN node per handover/relocation target. In this case each of source CN nodes which handover/relocate to the same pool-area may be configured with another target CN node out of all target CN nodes serving the same handover/relocation target. The mechanism for distribution of the traffic between the handover/relocation target CN nodes is implementation specific. This load balancing is complemented by the NAS Node selection Function in the RAN, which distributes MSs between the CN nodes when these MSs enter the pool-area in idle mode.

As more than one SGSN may send downlink data at the same time for a cell or a BVCI the total possible downlink traffic has to shared between the SGSNs as described in clause "5.3.2
Gb mode". 

4.5a
Load Re-Distribution

4.5a.1
General

There are situations where a network operator will wish to remove load from one CN node in an orderly manner (e.g. to perform scheduled maintenance, or, to perform load re-distribution to avoid overload) with minimal impact to end users and/or additional load on other entities. The re-distribution procedures and concepts provide mechanisms to do this without requiring any new functionality in the terminal, that is, all terminals regardless of what release they implement can be moved between CN nodes.

Re-distribution of UEs is initiated via an O&M command in the CN node, which needs to be off-loaded. There are three phases of procedures that may be initiated by this command. In the first phase lasting a certain period of time (a couple of Periodic Location Update/Periodic Routing Area Update periods), UEs doing Location Update/Routing Area Update or Attach will be moved to other CN nodes in the pool. If the intention with the re-distribution is to off-load the CN node completely (e.g. for maintenance reasons), two additional phases may follow. 

In the second phase (optional and specific for the PS domain), the SGSN requests all UEs trying to set up PDP Contexts to detach & reattach. Moving UEs while they are doing session management procedures will avoid paging over the radio.

A third and last phase (optional and specific for PS domain and CS domain), includes scanning through remaining UEs and (in case of PS domain) requesting those UEs to detach and reattach and then move them to other CN nodes. In case of CS domain a new TMSI could be allocated to these UEs so that they are moved when the ongoing CM transaction ends. This is possibly done during a low activity period for each UE. 
Two concepts are used to accomplish the load re-distribution in a backward compatible way:  

· Null-NRI

· Non-broadcast LAI and Non-broadcast RAI

Each CN node in a pool configuration is assigned a ‘null-NRI’. A CN node includes its null-NRI when it assigns new TMSIs/P-TMSIs during the re-distribution procedure. When a RAN node (BSC/RNC) receives a registration request from a UE with a null-NRI in the TMSI/P-TMSI, it selects a new CN node in the pool for the UE, where it forwards the registration request. The null-NRI is unique within the pool in the same way as any other NRI has to be unique within a pool.

Each CN node in a pool configuration is also assigned a non-broadcast LAI or non-broadcast RAI. The CN node includes this non-broadcast LAI/RAI in responses to update requests and attaches during the re-distribution procedure. This enables the new CN node to identify the old CN node for retrieving any UE context information. In the CS domain the non-broadcast LAI does also trigger the UE to immediately send a new Location Update after it has received a non-broadcast LAI in a response. 

First phase 


In the first phase the CN node that is being off-loaded uses the Location Update/Routing Area Update/Attach signalling to move UEs. When a Location Update, Routing Area Update or Attach request is received, the CN node returns a new TMSI/P-TMSI with a null-NRI, and a non-broadcast LAI/RAI in the accept message. In CS domain the non-broadcast LAI will cause the terminal to immediately send a new Location Update, which the RAN node then will route to a new MSC due to the null-NRI. In the PS domain, a new Routing Area Update is instead triggered by setting the periodic routing area timer to a sufficiently low value in the accept message. (This is done since the specifications applicable for the PS domain does not clearly specify what the terminals shall do when the RAI is changed in the accept message). The PS part of the UE will shortly after send a new Routing Area Update which the RAN node then will route to a new SGSN due to the presence of a null-NRI.

Second phase

A second optional phase for the PS domain is to move the UEs when they try to establish new PDP contexts. That way paging over the radio can be avoided. 

· When a UE requests to activate a PDP context, SGSN rejects the request. A detach request with a reattach flag is sent to the UE. 

Editor’s Note: It is FFS if it is possible to use the P-TMSI Reallocation procedure to optimise the move.

· The UE detaches and re-attaches to the same SGSN. The SGSN returns a null-NRI, a short periodic routing area update timer, and a non-broadcast RAI in the Attach accept message. The move of the UE then continues as in the first phase.

Third phase


A third optional phase, involves moving all remaining UEs in the CN node. 

In the PS domain, remaining UEs include for example for UEs with long-lived PDP Contexts, that is, UEs that are continuously or repeatedly active for hours and at the same time stationary (i.e. not leaving their RA). These UEs will not send any RAU to the network, and hence they will never be re-distributed. This is for example the case for devices, which periodically send heart beat messages to keep the PDP context established and active to allow for push services such as e-mails. These UEs will be handled in this third phase of the re-distribution, which should start a couple of periodic RAU periods after the first phase was invoked i.e. when the frequency of moved UEs become low.  

The SGSN scans through the remaining UEs; pages them and requests those UEs to detach and reattach. A P-TMSI including the null-NRI of the SGSN, the non-broadcast RAI of the SGSN, and a short periodic routing area update timer, are assigned in the accept of the subsequent attach request message; and thereafter the normal procedure of the first phase above is followed. The UEs will not re-attach to the same SGSN again since RAN node does not route to the CN node of the null-NRI. The scanning of UEs in the SGSN should be done over sufficiently long time in order to avoid overloading the other nodes (e.g. signalling relay nodes, BSCs, RNCs, etc) in the network. A UE should also primarily be ordered to detach when it has a low activity period, i.e. no data packets are sent.  

Editor’s Note: It is FFS if the P-TMSI Reallocation procedure is possible to use to optimise the third phase.

In the CS domain, remaining UEs include for example UEs that are continuously or repeatedly active for hours and at the same time stationary, that is, not leaving their LA. These UEs will not send any periodic LAU to the network, and hence the UE will never be re-distributed. The third phase should start a couple of periodic LAU periods after the first phase was invoked i.e. when the frequency of moved UEs become low. The MSC scans through the remaining UEs and marks them to be moved during the ongoing or during the next CM transaction. The MSC allocates a new TMSI containing null-NRI and non-broadcast LAI during the ongoing (or the next) CM transaction of the remaining UEs. This will trigger a Location Update with the new TMSI containing null-NRI after the CM transaction has ended.
During the second and third phase, the previous phase(s) will still be “active”.  Location updates, Routing area updates and Attaches will, for example, continue to trigger moves throughout the second and third phases as well, etc. A CN node should ensure that move operations does not overload the network.  

BSCs and RNCs shall be able to handle situations where several CN nodes are off-loaded simultaneously. Several CN nodes being off-loaded simultaneously can be the case in a scenario where an operator wants to “fill” a vacant CN node with subscribers. Only one (or a few) CN nodes being off-loaded at a time corresponds to a scenario where an operator wants to shut down CN node(s) for maintenance.  

4.5a.2
Network Mode of Operation = 1

If an operator is using Network Mode of Operation = 1 (i.e. using combined MM and GMM procedures and the Gs interface), then load redistribution needs to be handled in a special way.

Editor´s Note:  Proposal on NOM1 for handling in separate CR´s.

Next Change

5.2.x
Load Re-Distribution function in RNC

Editor’s Note: Any specifics for the RNC, and Iu-cs & Iu-ps interfaces. 

When the RNC receives a message with a ‘null-NRI’ it uses the NAS Node Selection Function for selecting a CN node where to forward the message. 
The RNC has a configured mapping of ‘null-NRIs’ to CN nodes. When the NAS Node Selection Function is activated after a ‘null-NRI’ has been found, the corresponding CN node shall be excluded in the subsequent NAS node selection (for that particular message only). This avoids that moved UEs are sent back to the same CN node again.
Next Change

5.3.x
Load Re-Distribution function in BSC

Editor’s Note: Any specifics for the BSC, and A, Gb & Iu interfaces. 

When the BSC receives a message with a ‘null-NRI’ it uses the NAS Node Selection Function for selecting a CN node where to forward the message. This is also done for all messages with ‘random TLLIs’ (Gb-mode).   

The BSC has a configured mapping of ‘null-NRIs’ to CN nodes. When the NAS Node Selection Function is activated after a ‘null-NRI’ has been found, the corresponding CN node shall be excluded in the subsequent NAS node selection (for that particular message only). This avoids that moved UEs are sent back to the same CN node again.
Next Change

5.4.x
Load Re-Distribution function in MSC

Editor’s Note: Any specifics for the MSC, and A & Iu-cs interfaces. 

The MSC needs to ensure that the RR-connection is released immediately after the Location Update response message is returned to the UE, i.e. the follow-on proceed flag shall be cleared. This since the new subsequent Location Update Request with the null-NRI may otherwise be routed back to the same MSC if the RR-connection hasn’t been released.

For the special case when an MSC in a pool also serves a BSC or RNC that is not part of the pool (e.g. a BSC or RNC that does not support pool functionality), a more restrictive selection of UEs to re-distribute may be applied. The re-distribution handling is then restricted to UEs roaming in LAIs that are marked as being part of the pool area.
Next Change

5.5.x
Load Re-Distribution function in SGSN

Editor’s Note: Any specifics for the SGSN, and Gb & Iu-ps interfaces. 

On the Iu-ps interface the SGSN needs to ensure that the Iu-connection is released immediately after the Routing Area Update response message is returned to the UE, i.e. the follow-on flag shall be cleared. This since the new subsequent Routing Area Update Request with the null-NRI will otherwise be routed back to the same SGSN if the Iu-connection hasn’t been released.

On the Gb interface the SGSN needs to force the UE to standby thereby stopping the READY timer after the Routing Area Update response message is returned to the UE, i.e. the force to standby indication shall be set. This since the Periodic Routing Area Update timer before being started otherwise will have to wait for the READY timer to elapse. 

For the special case when an SGSN in a pool also serves a BSC or RNC that is not part of the pool (e.g. a BSC or RNC that does not support pool functionality), a more restrictive selection of UEs to re-distribute may be applied. The re-distribution handling is then restricted to UEs roaming in RAIs that are marked as being part of the pool area.
End of Changes
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