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1 Introduction

In case of Pool area configuration, it shall be possible to remove some load of one of the CN nodes and to redistribute it towards other CN nodes of the same pool area. This could be used for the following cases:
    - In case of CN node maintenance, i.e. before the CN node is restarted
    - In case of CN node overload which can then be downgrades with load forwarded to other CN nodes of the 
     same pool area, without overloading another CN node.

Different proposals have been presented at SA2#45, #46 meeting and during SA2 conference calls.
This paper introduces some issues about the load balancing in Pool. And Huawei provides some suggestions.
2 Discussion
2.1 Load Evaluation

2.1.1 Load Evaluation is Necessary
Term ‘LCN’ is used in this paper. LCN (Load Control Node) is a logical node determining the target CN node. For the CN centric, LCN is CN node (e.g. MSC, SGSN); For the RAN centric, LCN is RAN node (e.g. RNC, BSC). 
Load information is very important for dynamic load balancing. LCN should perform load balancing at all time, e.g. user enters into pool for the first time, or overload happens. Evaluating the load of CN node is necessary for load balancing.
2.1.2 Load Evaluation is feasible
Evaluating generally concerns CPU, number of the user, memory, signalling and traffic, etc. Vendor has its own arithmetic to evaluate the load. No matter what arithmetic is used, a uniform and unique parameter (e.g. Load Level) can be defined to indicate the load in CN node. For example:

Split up full load of CN node into K segments (e.g. K=8), each segment indicate same load. Load level ‘0’ means empty load, and 8 means full load. SGSN1 and SGSN2 have same load level ‘6’, means that SGSN1 and SGSN2 have 75 percent of their own full load. For scheduled maintenance, load level is 8 (full load). For new CN node, the load level is 0 (empty load).
2.2 Load Information Transmission
LCN should collect load information real time and select the target node based on these load information. CN node should transfer load information to LCN, when events below happen:
    - Load level has changed
    - CN node will be removed out of pool
    - New CN node is added to pool
    - LCN query load information


When LCN is RAN node: Iu or O&M interface can be used for load information transmission. But Iu is better than 
O&M for it is a standard interface. New procedure will be added in Iu interface, or change overload procedure in Iu.
When LCN is CN node: Each CN node sends load information to other CN nodes. If CN nodes are supplied by one
vendor, it’s easy to transfer load information. But, it becomes difficult for multi-vendors.
2.3 Load Balancing for the First Entrance
Generally, the CN node with more capability should have higher possibility to be selected. 

When user roams into pool for the first time, RAN selects a CN node and this CN node will serve UE at all time till UE roams out of pool. This selection originally determines the distribution of user among CN nodes. So, selection of CN node for the first entrance is very important. RNC should select CN node for the first entrance according to load balancing. Distribution of user basing on load balancing will decrease the risk of overload in pool.
The principle is that, if ‘Routing Parameter’ in INITIAL DIRECT TRANSFER contains a valid NRI, RNC selects CN node according to NRI, otherwise, according to load balancing, e.g. selection probability described in section 2.4. 
A question: when a UE with a (P)TMSI allocated in other pool roams into a local pool for the first time, and the NRI in (P)TMIS is fortunately configured in RNC, should RNC select CN node according to this NRI? But this NRI is actually belongs to other pool!
2.4 Selection Probability
The proposal in this section can be used in RAN centric, CN centric, UE distribution and re-distribution.
Principles below can be applied:
- CN node with lower load has higher probability to be selected
- CN node with higher capacity has higher probability to be selected
LCN works out a ‘selection probability’ using load level and capacity of CN node. And LCN use selection probability to select target CN. Capacity information of CN node can be configured in LCN by O&M. Vendor can use its own arithmetic to work out the ‘selection probability’.
A threshold of overload is set for all CN nodes or each CN node. If load level exceeds the threshold, selection probability is set to 0. For scheduled maintenance, the selection probability is also set to 0. RNC has no chance to select the CN node with selection probability ‘0’. For new CN node, selection probability should be the highest.
LCN dynamically calculates ‘selection probability’ for each CN node when:
    - Load level of any CN node has changed, or
    - One CN node will be removed out of pool for some reason (e.g. scheduled maintenance), or
    - A New CN node is added for some reason (e.g. capacity upgrade, setting a node into operation after 
      maintenance, or
    - Capacity of CN node has been changed
3. Conclusion

Load of CN node should be and can be evaluated, and load information should be transferred to LCN. When user enters into pool for the first time, RNC should distribute user among CN nodes according to load balancing. LCN calculate selection possibility and use it to distribute and re-distribute user.
4. Proposal 

It is proposed to adopt and further refine the proposed method for load re-distribution.
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