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1.
Introduction

This paper describes a three-phase approach for re-distributing UE’s in a pool of SGSN’s. In the first phase, idle UE’s doing Routing Area Updates are moved. In a second (optional) phase UE’s that are just about to activate a PDP Context are moved. In the last phase, active UE’s e.g. with long-lived PDP contexts and any other remaining UE are moved. The approach is based on CN triggering and RAN based load distribution. The operator can control the whole re-distribution operation from one node, i.e. from the SGSN being off-loaded. The same approach can be used on the both PS domain interfaces (Gb and Iu-ps). A similar approach does also work on the CS domain interfaces. Having the same approach for Gb and Iu-ps will simplify solutions where one SGSN handles both GERAN and UTRAN.

2.
Description

The re-distribution starts with an O&M command in the SGSN to be off-loaded. During a period of time (a couple of Periodic Routing Area Update (PRU) periods), all UE’s doing Routing Area Updates will be moved to other SGSN’s in the pool. After that phase, an optional phase starts when the SGSN requests all UEs trying to set up PDP Contexts to detach & reattach. Moving UEs doing session management procedures will avoid paging over the radio. The last phase includes scanning through remaining UE’s and requesting those UE’s to detach and reattach to another SGSN. This is possibly done at a low activity period for each UE. 

First phase: Moving UE’s using RAU procedure

· The RAI table of SGSNs is extended with an extra RAI to each SGSN in the pool. These RAIs are never broadcast to the mobiles on the radio control channels, but used by the new SGSN to find the old SGSN where contexts can be retrieved. 

· When load needs to be removed from an SGSN, that SGSN sends an RAU Accept message containing a P-TMSI with a ‘null-NRI’ indicating to the BSC/RNC that a new SGSN shall be selected in the pool. The mobile accepts the RAU accept message, and stores the new RAI and the new P-TMSI. 

· The Periodic RA update timer IE in the Routing Area Update Accept message is set to a low value e.g. 2 seconds, to force the UE to immediately (i.e. within 2 sec) do a new RAU with the ’null-NRI’. 

In PS domain the move is based on using a ‘null-NRI’ as described in earlier S2-051002 contribution from Alcatel. The extra RAI as proposed in S2-051294 from Vodafone has been found not to work in PS domain (only in CS) as the TS 24.008 (R99 to Rel-5 versions) specification is unclear for the GMM case what terminals shall do when RAI has been changed in the Routing Area Update Accept message (see e.g. subclauses 4.7.5, 4.7.5.1, …).  

· If a user invokes session management immediately after the UE has received the RAU Accept with the ‘null-NRI’, but before the terminal has sent its next periodic RAU, the Create PDP Context request will be sent to an SGSN not knowing the UE. The SGSN then requests the UE to detach and re-attach. The BSC/RNC will then based on the ‘null-NRI’ route the re-attach to a new SGSN and the UE will continue to be moved as described below.

· The BSC/RNC discovers the ‘null-NRI’ (derived from the new P-TMSI) in the RAU request and routes the request to a new SGSN it selects from the pool using normal flex selection algorithms. Re-selection of the old SGSN is avoided since it is marked as blocked in the BSC/RNC (see below).

· The new SGSN uses the old RAI (the “non-broadcast RAI”) in the RAU Request message to identify the old SGSN and retrieve the mobile’s context information.

· The ‘null-NRI’ can be used by the SGSN as an indication that a new UE is part of a re-distribution operation. The RAU request from the new UE can be handled using the normal Inter-SGSN RAU procedure, but if some specific handling is needed re-distributed UEs can be identified.

· One ‘null-NRI’ would be sufficient for the whole pool or PLMN. This will save P-TMSI code space. 

· The PS and CS approach may be harmonized if the Rel-6 (or Rel-7) standard is updated to mandate UEs to do a new RAU if the RAI has been changed in the RAU Accept. 

Second phase: Moving UEs doing Session Management signalling

A second optional phase is to move UEs when they try to establish new PDP contexts. That way paging over the radio can be avoided. 

· When a UE requests to activate a PDP context, SGSN rejects the request. A detach request with a reattach flag is sent to the UE. It is FFS if it is possible to use the P-TMSI Reallocation procedure to optimise the move.

· The UE detaches and re-attaches to the same SGSN. The SGSN returns a ‘null-NRI’, a short PRU timer, and a non-broadcast RAI in the attach accept message. 

· When the UE shortly after sends a RAU request, it will be routed to a new SGSN by the RAN node. The move of the UE will then continue as in the first phase. 

Third phase: Moving UEs with long-lived PDP Contexts

For UEs that are continuously active for hours and at the same time stationary (i.e. not leaving its RA) no RAU will be sent to the network, and hence the UE will never be re-distributed. This is for example the case for Blackberry and other devices, which periodically send heart beat messages to keep the PDP context established and active to allow for push services such as e-mails. These UEs will be handled in the last phase of the re-distribution. The last phase should be started a couple of PRU periods after the first phase was invoked i.e. when the frequency of moved UEs become low.  

The SGSN scans through remaining UE’s, pages them and requests those UE’s to detach and reattach. A P-TMSI with a ‘null-NRI’, a short PRU timer and a non-broadcast RAI are assigned in the accept of the subsequent attach request message; and thereafter the normal procedure of the first phase above is followed. It is FFS if the P-TMSI Reallocation procedure is possible to use instead. As the SGSN is blocked for new UEs in BSCs and RNCs, UEs will not re-attach to the same SGSN again when the ‘null-NRI’ has been assigned to the UE. The scanning of UEs in the SGSN should be done in a pace not to overload signalling traffic. A UE should also primarily be ordered to detach when it has a low activity period, i.e. no data packets are sent.  

During this last phase, the previous phases will still be “active”. That is, UEs for example doing routing area updates will of course be moved according to the procedure of the first phase. This is also valid for the second phase.

Blocking routing of new UEs to the SGSN 

An SGSN where a re-distribution is in progress should be blocked for new UEs and for moved UEs attaching to the same SGSN again. Otherwise the re-distribution process will be slowed down, not be as efficient and give a bad end-user experience. 

As there are multiple BSCs and/or RNCs connected to the SGSNs in a pool, and as the SGSN subject to off-load is the single point of O&M contact for the operator controlling the re-distribution, the start and stop of blocking should be communicated from the SGSN to all its BSCs/RNCs. There are different alternatives for how this could be done:

a) Without explicit signalling

The BSCs/RNCs detects that an SGSN is doing re-distribution and should be blocked by identifying that ‘null-NRIs’ are issued by an SGSN. Since RAN nodes can/should not read NAS content they cannot see the old (non-broadcast) RAI that identifies the SGSN. Hence the ‘null-NRI’ concept needs to be extended having one ‘null-NRI’ for each SGSN in the pool. As the NRI is visible for the BSC/RNC it can identify what SGSN to block. When ‘null-NRIs’ hasn’t been used for some configurable period of time, the BSC/RNC should be able to release the blocking of the SGSN (given that it has communication contact with it).

b) With explicit signalling

New BSSGP (Gb) and RANAP (Iu) messages is defined for this purpose. The SGSN informs all BSCs and RNCs it is connected to, to block requests from new UEs. Requests are routed to other SGSNs in the pool instead. But signalling from already attached UEs should be let through though. 
When an SGSN is ready to accept traffic again, the SGSN informs BSCs and RNCs to release the blocking. 

c) With O&M commands in RAN nodes

The operator can block the SGSN by O&M command in BSCs and RNCs connected to the SGSN.


The obvious advantage with the first alternative is that no protocols are affected and that it is simple. The advantage with the second alternative is that blocking can start and stop at a more precise and distinct point in time common for all RAN nodes. If explicit signalling is used, specific messages can also be defined where an SGSN can request BSCs/RNCs to e.g. temporarily raise the weight factor for it. That way an empty node taken into service can more quickly be populated to take its share of the load. The drawback with the second alternative is that new messages (for O&M) is introduced into RANAP and BSSGP. The third alternative is simple but has the drawback that the operator cannot depend on the one single O&M interface but has to use multiple O&M interfaces when doing redistribution.   

It is recommended to go for the first approach.

Summary

The three-phase procedure described here works on Gb interface and on Iu interface. This allows the same approach to be used on all interfaces, as it is also applicable to the CS domain. This simplifies both operation and implementation. Specifically combined GERAN/UTRAN SGSNs benefit from this. The operator has full control over the re-distribution operation through one single node, the SGSN. There is no need to have coordinated/unified O&M interfaces to multiple RAN nodes from potentially several vendors. 
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