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1. INTRODUCTION

The 3GPP System Architecture Evolution Work Item studies the long-term evolution of the end-to-end 3GPP system. The target is to develop a competitive system architecture that provides optimal support for high bandwidth and low latency IP traffic and services on top of that. This document discusses some key issues to be considered for the architecture development, and presents an initial architecture and protocol structure following the conclusion on these considerations.

2. DISCUSSION

The main objective of the network evolution work is not to duplicate 3GPP Rel-6 functionality with extrapolated data rates, but to devise a technology, enabled by basic IP connectivity, that would do the same to fixed data that GSM has done to fixed voice. 3G is the best voice-data integrated WWAN system supporting high mobility, whereas the target for the evolved network is to be IP optimised, like the challenger technologies. Reducing functionality and focusing to this target opens the door to consider even significant architectural changes, such as those discussed later in this contribution.

With a history of successful mobile system design, 3GPP will be well positioned to create what may well be the next generation of mobile systems. This is an opportunity that will require a healthy level of new thinking, and careful consideration of previously applied network architecture design principles and protocols.

3. KEY ASPECTS FOR NETWORK DESIGN

The following sub-sections present items that are thought to be useful guidelines for the architecture design work.

3.1
IP Based Architecture

The evolved architecture is targeted for IP based services, and it is agreed that the CS domain, while many of them will still remain operational, is not part of the system architecture evolution. The evolved system will in most cases be operated on top of operators IP backbone. It is therefore rather natural that the "mobile network layer" in between also utilises paradigms and protocols from IP world, those that best support the needs. One important consideration in this are is how the protocol structure is developed, and especially how many session set-up layers are included. Today's IP networks tend to survive with simple mechanisms, whereas clear overlaps can be identified in current 3G design.

3.2
Simplicity

Simplicity is expected to lead into many desired goals, such as reduced investment and operational cost as well as shorter specification and development times allowing faster introduction of the new competitive system in the field. Going from an all-around network that supports both CS and PS oriented connectivity to a network that is PS optimised only, utilising the existing and evolving capabilities of IP protocols, allows taking simplicity as one of the primary design guidelines.

Effective means to utilise this opportunity is to design with fewer network nodes and interfaces and fewer protocol layers. For example, in a CS-oriented design, application traffic specific state information is established and maintained across the network (a la PDP Context concept), which puts unnecessary complexity and capacity burden to the radio access network. In a PS-oriented design, the radio access network can be kept simpler by not maintaining unnecessary state information and optimising its design to provide fast IP connectivity. This also allows getting rid of the protocol layers that had been developed to establish and maintain such state information. 
3.3
Interworking

The evolved architecture aims to converge the existing and new mobile access technologies and the Internet. The only common denominator for this convergence will be the utilisation of IP technology. Moreover, in generic terms the role of the future Access Networks is to provide IP connectivity, regardless of the radio technology. It is therefore evident that the architecture design will need mobility and interworking solutions at IP level. The impact of interworking on the evolved system will significantly depend on the performance requirements set for the interworking. For this reason the interworking requirements need to be carefully considered from all aspects.

3.4
Future high bit rate Radio Interfaces

TSG RAN has set and agreed tight targets for radio interface throughput and latency reduction. Those shall be considered in the network architecture evolution. The currently agreed target values should be considered only as a starting point. It is likely that the performance improvement tendency continues for future radio technologies, and the architecture should scale to take this into account. 

3.5
RAN-CN Functional Split

RAN-CN Functional Split has been identified to be one of the first large decision points in the Network Evolution work. The RAN-CN interface has been an open multi-vendor interface since 2G GSM, and many consider it to be one of GSM's success factors. It is highly recommended that such interfaces will be specified also in the future, also considering the case that they would cross the operator boundaries. It is believed to be essential that the architecture design is first done properly at system level, before the details of RAN-CN functional split are agreed.

3.6
The Roaming Interface

The users will be roaming between different IP access networks. The natural placement for the roaming interface will be at the Gi interface level. An important consideration will be how the existing roaming agreements and infrastructure are utilised. It is anticipated that the new capabilities and services that the evolved access networks will provide will also require that the capabilities of the current 2G and 3G roaming agreements will be updated accordingly.

3.7
Migration Aspects

Migration from 3G networks to Evolved Architecture is an important matter that should be addressed as part of the system evolution work. Some aspects in migration are related to implementation issues of network elements and should not be addressed too much in 3GPP. Migration should address e.g. the following aspects: reuse the existing transport resources and sites for base station and other equipment, utilising the IP multimedia service domain for multimedia service control, utilising the existing subscriber databases etc. machinery that is common to all commercial mobile networks. This approach does not endanger meeting the system performance requirements while still allowing migration between the 3G and the evolved system.

For the end users easy migration also means that changes in the behaviour and usage of existing services are kept to absolute minimum.

4. ARCHITECTURE

Figure 1 below depicts a high level architecture that fulfils the requirements set to the evolved networks, both from the performance as well as from the simplicity and cost effectiveness perspective.
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Figure 1 Network Architecture

The sub-systems and the network elements are defined below.

Access Network:

The Access Network is a PLMN private IP network that contains two nodes, the Base Station (BS) and the Serving Node (SN). Together they provide the following main functions:

· IP connectivity

· Differentiated QoS

· Local terminal mobility

· Access to visited/home network services and Internet

The Access Network nodes can be further described as follows:

· Base Station (BS) terminates all radio functionality, and contains functionality to handle inter BS mobility

· Serving Node (SN) functionality:

· Authentication, authorisation and MM (paging, Mobile tracking)

· Gi interface to internet

· Connects to AAA

· Operator policy may force connection through “Service GW”

· Charging

· Roaming interface

· Serving Node can be further divided into separate User plane (SN-U) and Control Plane (SN-C) entities as shown in the figure.
Subscription network:

The Subscription Network contains the AAA server and Registers, where the user subscription information is stored. The following is a list of key functions:

· Access subscription/authentication

· Service subscription/authentication

· User ID and profiles

· Policy repository

· Charging & billing

Operator Service Network:

Operator Service network is where the operator services are offered. The following list the main functions of this sub-system:

· Policy control

· On-line, off-line charging

· IMS

Service Gateway (SGW) will act as a policy enforcement point at the edge of Operator Service Network. It will also handle the Inter-operator and multi-access mobility with integrated or standalone Home Agent.
5. SIMPLIFIED PROTOCOL STRUCTURE

Streamlining the protocol structure and reducing the number of network elements are amongst the most effective and yet simple means to achieve two of the requirements, reduced complexity and latency. Figure 2 presents protocol architecture that is designed accordingly.
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Figure 2 Simplified Protocol Architecture

The presented protocol layers are defined and used as described below:

· RRC: Radio Resource Management functions are handled between UE and BS using RRC protocol defined for Evolved Radio interface

· MAC: Medium Access Control for Evolved Radio interface

· IPC: IP based C-Plane protocol (IPC) interface between BS and Serving Node (e.g. IP/SCTP/Appl. Protocol(s), tbd)

· IPCS: IP Convergence Sublayer (IPCS) is an enhanced PDCP

· Local Forwarding: (e.g. LAN Switching, IP Tunneling, Source Routing, etc..) between BS and Serving Node with network controlled local mobility support

· User Plane IP to Link Layer mapping is done in BS

· L2 Switched, or IP Routed transport between BS and Serving Node

6. PROPOSAL

It is proposed that the Joint RAN2, RAN3 & SA2 meeting discusses the principles presented in this contribution, and takes the issues into account for the Network Evolution.

Furthermore, it is proposed that SA2 discusses the key issues listed in section 3 of this contribution, and includes them in section 5 of TR 23.882.
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