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1. Introduction
This paper proposes changes to clause 4.2 of TR 23.802 to expand the general requirements of the feasibility study to cover the dynamic checking of and reaction to congestion/QoS status of IP backbone routes.

2. Background

The current general requirements of 23.802 seem to focus the feasibility exclusively toward solutions that dynamically reserve IP backbone resources as a means of guaranteeing E2E QoS.

Other approaches to guaranteeing E2E QoS that are worthy of further study are those which monitor the congestion/QoS status of statically reserved resources in order to detect when the requested E2E QoS cannot be guaranteed.

In addition the possibility of events such as network failures and unforeseen traffic levels can negatively impact QoS on both dynamically and statically reserved resources. During these events it would be beneficial to study solutions that have the ability to monitor and react when E2E QoS guarantees become compromised.
3. Conclusion

It is proposed to make the following changes to the clause 4.2 of TS 23.802. 
*** FIRST CHANGE ***

4.2
General issues of end-to-end QoS
Editor's Note:
This section is for the investigation of the general issues of end-to-end QoS and the clarification of these issues. 
4.2.1
Overview
The end-to-end QoS interworking architecture can only provide guaranteed end-to-end QoS in case all backbone and access networks on the path provide QoS guarantees. However, it is possible that a backbone network or the access network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources although all networks support the end-to-end QoS architecture are able to guarantee QoS. The end-to-end QoS interworking architecture may also try to find alternative paths to the other endpoint. In any case, the network provides the information about the available QoS that can be guaranteed (this can be also none) to the UE.

Editor's Note:
How this information is carried to the UE is FFS. For GPRS, existing signalling mechanisms should be re-used as much as possible.

The UE makes the decision to request guaranteed end-to-end QoS. Therefore, the UE shall also make the final decision whether to continue with the establishment of the session even if the desired QoS cannot be guaranteed temporarily or QoS cannot be guaranteed at all.
In order to achieve end-to-end QoS guarantees for an IP flow/flow aggregate/service aggregate, all the network administrative domains in the path of such IP flow may need to include the following functionality:

-
ability to receive per IP flow/flow aggregate/service aggregate QoS information from a preceding network administrative domain;

-
ability to process per IP flow/flow aggregate/service aggregate QoS information. This is, to provide IP flow admission control based on the IP flow QoS information received from a preceding network administrative domain; and

-
ability to convey per IP flow/flow aggregate/service aggregate QoS information to a subsequent network administrative domain.
-    ability to receive and react to per IP flow/flow aggregate/service aggregate information from subsequent (down stream) administrative domain on their current QoS support condition.
It is assumed that inter-domain routing of IP packets is static. I.e. for an IP flow/flow aggregate/service aggregate the inter-domain path of IP networks remains the same for the whole duration of the flow/flow aggregate/service aggregate.

The following general issues need to be solved to identify the requirements for the development of solutions that enhance the end-to-end QoS architecture:

-
How are the end-to-end QoS requirements for a service generated and signalled?
-    In the case of feedback based solutions, how is the end-to-end QoS support condition for a service signalled?
-
How is the resource check on the end-to-end path combined with the general IMS session setup?
-
What is the impact of insufficient or unavailable external resources? 
-
In case of off-path signaling, how is the next domain identified? 
-
How are external resources negotiated and allocated?

Editor's Note:
Additional issues may be identified.
4.2.2
Signaling of QoS requirements

Editor's Note:
This section is for the investigation of the generation and signaling of QoS requirements. 

In the general case the end-to-end QoS requirements of an IMS session need to be signaled along the end-to-end path to be able to provide QoS.  This QoS requirements information can be in both the application (IMS) signaling level and the bearer path level.  The application signaling level part of this information are available in the IMS signaling (SIP/SDP), i.e. bandwidth information and to some extent the QoS class, though it is not possible to differentiate between streaming and conversational. More detailed information may be signaled within the access network, e.g. for GPRS by means of the PDP context QoS parameters (QoS class, transfer delay, error rates). However, within the access network the values for the end-to-end path (especially the value for the end-to-end transfer delay) are not signaled.
In the bearer path level it is possible to convey QoS requirements using service class (i.e. DSCP). Having the service class based QoS requirements in the per packet bearer path level allows the bearer path per packet forwarding mechanisms to perform QoS functionality in line with the application’s required bearer path behaviour. Diffserv Service Classes as indicated in [draft-ietf-tsvwg-diffserv-service-classes-00.txt] provide a universal mapping between QoS requirements and service class (DSCP) although this mapping does not include bandwidth requirements.  
It is FFS how the end-to-end QoS values are generated and signaled. In the general case the UE needs to provide such information. For a number of specific services a set of QoS parameters may be standardized and thus already available in the network.

4.2.3
Resource check and IMS session setup
Editor's Note:
This section is for the investigation of the possibilities to combine the resource check up with the IMS session setup. 

The IMS session setup is based on a clear separation between the IMS session signaling and the allocation of resources. The IMS session setup is started but afterwards set on hold. At this time, both endpoints are responsible for requesting the required resources at least in their access network. The IMS session setup is only successfully finished if both endpoints received sufficient resources. 
For the general end-to-end path a number of possibilities exist at which point in time and under which responsibility the external resources are requested. The external resource request may be coupled with the UMTS internal resource request, i.e. with the PDP context establishment. Both endpoints may be responsible for the resource request for the backbone network. Resources may either be requested by one of the endpoints for both directions or by both endpoints in either sending or receiving direction. 


It is FFS how the responsibility for the resource request is solved and how the UE can detect that the other endpoint is not able to request resources for the backbone network.
4.2.4
Impact of insufficient or unavailable resources
Editor's Note:
This section is for the investigation of the impacts of insufficient or unavailable resources on the IMS session setup. 

The UE is responsible to decide if the resources that were granted by the network are sufficient for an IMS session. As long as only resources of the access network are taken into account, the UE may either accept insufficient QoS or may try to achieve the desired QoS at a later point in time. However, in case of end-to-end resources some more possibilities exist. Resources may be guaranteed by a backbone network but they also may only be statistically granted. It is also possible that there is no feedback at all from a backbone network on the end-to-end path. Consequently, the UE needs to be able to handle a number of cases with some of them being new, like the case that it is not possible to receive guaranteed external resources at all or the case that QoS becomes insufficient during the IMS session.
There are situations when even guaranteed resource in the backbone network or in the access network can be redrawn or made unavailable due to many events, e.g. network failure and urgent network resource re-allocation. In such situations, the network needs to provide the necessary network information to the decision points (network and/or UE) in order that reactive measures can be taken and that the IMS session is handled appropriately, in line with session policy and user wishes.  
4.2.5
Identification of next domain for off-path signaling
Editor's Note:
This section is for the investigation of solutions to identify the next domain in case of off-path signaling. 

For off-path signaling the next domain needs to be identified by other means than IP routing.
4.2.6
Negotiation and allocation of external resources
Editor's Note:
This section is for the investigation of impacts coming from the negotiation and allocation of external resources. 

Backbone networks may apply a variety of mechanisms for negotiation and allocation of resources. For instance, a backbone network may support unidirectional as well as bidirectional resource negotiation. Depending on the capabilities of the other endpoint in the IMS session, the usage of such capabilities of backbone networks might allow the provision of end-to-end QoS which otherwise would not be possible.

















































































































































































































































































































































