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1. Introduction

In case of Pool area configuration, it shall be possible to remove some load of one of the CN nodes and to redistribute it towards other CN nodes of the same pool area. This could be used for the following cases:

· In case of CN node maintenance, i.e. before the CN node is restarted

· in case of CN node overload which can then be downgrades with load forwarded to other CN nodes of the same pool area, without overloading another CN node.

Different proposals have been presented at last SA2#45 meeting and during SA2 conference calls to move MM-IDLE mode UEs from one CN node to another.

It is suggested to splits each solution currently discussed into different studies so that decision on each study could be done independently.

The different studies are:

· What is the information triggering RAN to routes the UE message to a new CN node. In this study, we will check the impact of presence of Gs interface.
· How the new SGSN determines the old SGSN address in order to retrieve MM and PMM UE contexts. There may be multiple solutions, depending on solution selected for the above study.
· Where is located the load balancing choice: the network node which selects the new CN node which will attach the UE. This study is completely independent from the two other above studies.
This document studies the two first subjects and a separate document handles the last one as independent.
2 Discussion on information triggering the routing to the new CN node
There are two possibilities to trigger RAN to route a UE message to a new CN node:

· the RAN makes distinction of nature of UE messages and routes any RAU/LAU to a new CN node while routing MO/MT and responses to paging to the old CN node which has to treat them.
· the RAN routes all UE messages to the old CN node, this one provides a “flag” back to the UE, changes the RAU/LAU timer of the UE via a NAS procedure to “force” the UE to re-sent a message to the Network. The UE then initiates rapidly a new “flagged” message, presence of this “flag” allows the RAN to route the message to a new CN node.
Solutions are compared with the following criteria:

· Efficiency of the solution
· Procedures/signalling needed
· What are the impacts foreseen on the network nodes
· Risk of additional CN overload
· If it allow to re-balance the load between nodes of a pool area depending on current load status (not just overload) of one or multiple CN nodes
	
	Solution 1:
RAN trigger is the first UE message
	Solution 2:
RAN trigger is provided by the CN for subsequent UE message

	Efficiency
	Very efficient: at the first UE message, the UE is attached to a new CN node (no need to wait next RAU/LAU message)
	Longer procedure: one additional procedure to change the RAU/LAU timer in the UE, need to wait end of periodic RAU/LAU timer in the UE, a second UE procedure to attach the UE to the new CN node.

	Procedures/signalling needed
	One: the first UE message is routed
	Three: two additional procedures are needed: one to provide a “flag” back to the UE and to change RAU/LAU periodic timer, one to allow the UE to provide the flag to the RAN.

	Impact of the CN
	None
except for Gb case for which a “flag” has to be provided by the CN (see Note 1)
	Yes, for all cases

CN needs to allocate a “flag” for the subsequent UE message. (See also Note 2 on nature of this “flag”)

CN needs to initiate RAU/LAU periodic timer change with the UE

	Risk of additional CN overload
	No
	Yes: reducing the periodic RAU/LAU timer will make all the UEs of the CN node to be restarted to more rapidly attach to the new CN node.

In addition, for BSC CS case, the BSC cannot provide a new LAU timer to each UE individually but needs to change the cell broadcasted information to change periodic LAU of UEs in each BSC cell. As a consequence, all the UEs in all the BSC cells will more rapidly perform Periodic LAU, even UEs not attached to the CN node to be restarted.

	How it allows load re-balancing
	Possible: at any point in time, the RAN can decide to re-balance load of a CN node to other CN nodes without waiting CN decision: in case of some CN overload status and with some Iu interface enhancement on load status of CN nodes. This improves use of Iu Flexibility which goal will be to share the load at UE attachment and after UE attachment.
	Not possible and this needs CN decision while CN does not see load status of other CN nodes.


· Note 1: the RAN can distinguish nature of UE messages for A, IuPS and IuCS cases, not for Gb case. We suggest that for Gb case only, the second approach is retained. This will delay the re-routing for Gb case compared to A/IuPS/IuCS cases. Note also that this alternative relies on the fact that the Periodic LAU timer is reduced on a per UE basis so will not bring risk of CN overload like for the BSC CS case.
· Note 2: what is the nature of the “flag” provided back to the UE? This flag allows the UE to indicate to the RAN that re-routing to a new CN node is needed, so the flag could be:
· Either a combination of a new NRI and the old NRI value: but this reduces to few bits the number of UEs to be attached to a CN node (10 bits per NRI x 2 are removed from TMSI space)

· Or a “reserved” NRI which do not allow the RAN to route message to a specific CN node as other NRI values.
According to the above comparison, and to allow an efficient re-routing procedure with less nodes impacted, less procedures used and less signalling, and without introducing additional overload risk, Nortel suggests to adopt the first solution, that is, allowing the RAN to route the first UE message to a new CN node according to nature of UE message (route any message to new CN node except MO/MT and responses to paging which have to be routed to the old CN node for processing). This Proposal 1 has the benefit to be more efficient for A/IuPS/IuCS cases and to allow a more efficient load re-balancing procedure while only small RAN changes according to existing RAN features are needed.

In addition, with this proposal, the RAN can decide at any time to re-balance load of a CN node to other CN nodes without waiting CN decision: if the RAN notices one CN overload status, or with some Iu interface enhancement knows load status of all CN nodes, it can decides to moves some UEs from one CN to others. This improves use of Iu Flexibility so that it will not only share the load between CN nodes at UE attachment but also after UE attachment, during the session life.

For the Gb case, Solution 1 cannot apply: Solution 2, a less efficient solution has to be supported to allow the BSC to route all Gb messages to the old SGSN, relying on the SGSN to provide a “reserved” NRI back to the UE and change the periodic LAU timer of the UE. The next UE message will then be routed to a new CN node based on this “reserved” NRI value.

Impact of Gs interface:
In a network without Gs interface, removal of some load in one CN domain node is done independently of the other CN domain node and is handled as described above.

But in a network with Gs interface:

· Restart of the MSC:

When a SGSN has a Gs association towards a Source MSC for which some load has to be removed, the MSC is known by the associated SGSN via OAM and another MSC is specified to the SGSN to be used instead (via OAM) so that the SGSN can select a new MSC at next UE MM message. MSC change is not visible in the RAN.

Nevertheless, as there is no Periodic LAU done by a combined-attached UE, there is no message sent over the Gs interface when the UE does a Periodic RAU request. Creation of Gs interface with a new MSC is then only possible if the UE does a real Combined RAU/LAU Request (with real change of LA), but waiting such a message can take too long time.
Vodafone suggested at the last conference call that the SGSN should respond to a Periodic RAU with a “fake” LAI to force the UE to re-initiate immediately a new real Combined RAU/LAU Request that will allow creation of Gs interface with a new MSC.
Nortel suggests retaining this proposal so that next real Combined RAU/LAU Request will allow the SGSN to create a new Gs interface with a new MSC. Selection of a new MSC is done in the SGSN as currently specified in Iu-Flexibility specification.
Note: with the current Iu Flexibility specification, the SGSN uses an "IMSI hash" to select a MSC in a MSC pool. Hash table or hash table usage has to be modified in order not to consider the MSC under restart procedure. This is implementation dependent.
Solution 1 and Solution 2 of the previous section can both apply in case of MSC restart with NMO I.
· Restart of the SGSN:

In case of SGSN restart in NMO I, the new SGSN has to know that a Gs interface has to be done with a MSC.

In the same way as above, it is suggested to solve this problem by allowing the old SGSN to respond a Periodic RAU Request with a “fake” LAi and a “reserved” NRI so that the UE initiates a new real combined procedure that will be routed to a new SGSN according to the presence of the “reserved” NRI to a new SGSN which will establish a Gs interface to a new MSC.
· Restart of both MSC and SGSN:

In case of MSC and SGSN restart in NMO I, the same solution as above can apply by provision of a “reserved” NRI allowing routing of next Combined message to a new SGSN that will be in charge of selecting a new MSC.

The Solution 1 of the previous section cannot apply in case of SGSN restart with NMO I.

2.2 How the new SGSN gets the old SGSN address

Two solutions are foreseen:

· The new SGSN uses the old RAi and the old NRI value of the UE message to retrieve the old SGSN address.

· The new SGSN uses a “reserved” NRI value to retrieve in a non ambiguous way the old SGSN (one “reserved” NRI value for each SGSN o the pool area)

	
	Sol 1: the new SGSN uses old NRI + old RAi
	Sol 2: the new SGSN uses a “reserved” NRI value

	Re-use of existing mechanisms
	Yes, the new SGSN retrieves old SGSN address based existing mapping table between old RAi + old NRI and SGSN address. This is an existing Iu-Flexibility mechanism.
	Partially: additional configuration in the mapping table is needed between SGSN address and this “reserved” NRI while current mapping table is based on NRI + RAi value.

	Applies to Solution 1 of 2.1 (RAN routes the first UE message to a new CN node based on nature of UE message)
	Yes: the old NRI and old RAi values are available in the new SGSN so that the new SGSN can retrieve the old SGSN with existing procedures; no change is needed in the code.
	No

	Applies to Gb case of Solution 1 of 2.1 and applies to Solution 2 of 2.1.
	No
	Yes
For Gb case, and for Sol2, the old CN node “flag” provided to the UE can be a “reserved” NRI value uniquely identifying the old CN node and that can be used by the new SGSN to retrieve the old CN node address

	Impact of Gs interface
	none
	none


Whatever Solution 1 or Solution 2 of 2.1 is selected, the new SGSN can always retrieve old SGSN address.

3 Conclusion

	
	
	Solution 1:
RAN decides routing of UE message to a new CN node base on the nature of the first UE message
	Solution 2:
RAN decides routing of subsequent UE message to a new CN node based on a “reserved” NRI flag provided by old CN node on the first UE message

	Without NMO I
	SGSN Gb 
	No
	Yes

	
	SGSN IuPS
	Yes, more efficient and allow RAN re-routing for other reasons than a CN node restart
	Yes but less efficient compared to Solution 1

	
	MSC A and IuCS
	Yes, more efficient and allow RAN re-routing for other reasons than a CN node restart
	Yes but less efficient compared to Solution 1

	With NMO I
	A, Gb, IuPS and IuCS
	No
	Yes but less efficient compared to case without NMO I


Nortel proposes to allow an efficient re-routing procedure with less nodes impacted, less procedures used and less signalling, and without introducing additional overload risk as much as possible: to adopt the Proposal 1 for A/IuPS/IuCS when Gs interface is not provided so that the RAN routes any UE message to new CN node except MO/MT and responses to paging which have to be routed to the old CN node for processing.

This proposal have another benefit that the RAN can decide at any time to re-balance load of a CN node to other CN nodes without waiting a CN restart: if the RAN notices one CN overload status, or with some Iu interface enhancement knows load status of CN nodes and decides to re-balance load amongst CN nodes. This allows improvement of current Iu Flexibility as RAN will not only share the load between CN nodes at UE attachment but also after UE attachment, during the session life.

For the Gb and in cae of NMO I, another solution has to be provided, even if less efficient:

· For Gb case, the BSC routes all messages to the current SGSN node which provides a “reserved” NRI back to the UE and change the periodic LAU timer of the UE. The next UE message will then be routed to a new CN node based on this “reserved” NRI value. This proposal adds code in a SGSN 2G, but this is in the benefit of a more efficient load re-balancing procedure for all the other cases.

· For NMO I, the RAN routes all messages to the current SGSN which provides a “fake” LAI back to the UE and a “reserved” NRI value. The next UE message will be a real combined procedure which will be routed to a new CN node as for Gb case.
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