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1. Discussion:

3GPP SA2 is aware that GSMA has identified end-to-end QoS as a priority issue in the GSMA. 

In June 2004, a working item was agreed in 3GPP to study different solutions to enhance the end-to-end QoS architecture as specified in TS 23.207, to achieve improved end-to-end QoS also in case of interworking with different IP network domains or backbone networks that provide IP QoS mechanisms.

TR 23.802 has been progressing since then, focussing mainly in IMS services and possible IMS interconnection architectures. These are included in the following paragraphs that have been extracted from the TR.It must be noticed that this TR is work in progress at 3GPP and it has not been sent yet to SA plenary for information.
---------------------------------------- Chapter 5 of TR 23.802 -------------------------------------------------------
5
Architectural concept

Editor's Note:
This section will describe the different enhanced E2E QoS architectures including interaction with emerging QoS concepts from other standards organizations.

5.1
General end-to-end QoS reference model

5.1.1
Introduction

For describing the concepts of different ways to provide end-to-end QoS, figure 5.1.1.1 below is used as a reference model. The figure shows the location of the IP backbone network and the main interfaces. The IP backbone network provides IP packet forwarding service for the application nodes. Application nodes are the domain specific nodes that interface with backbone network, such as GGSN, PDF etc.
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Figure 5.1.1.1: Reference model

The application node to backbone user plane interface is a pure IP level interface that provides the transfer of IP packets between application nodes. The application node to backbone control plane interface allows the communication of application node and IP backbone network. Note that, the communication between the application and the backbone network is also possible. This information exchange helps to provide end-to-end QoS for IP flows between application nodes.

Possible information exchange methods between application node and IP backbone network are:

-
no information exchange at all;

-
indirect control information is exchanged (e.g. via marking of user plane IP packets);

-
explicit control function with aggregated resource reservation; and

-
explicit control function with per-flow resource reservation.


The inter-domain interfaces of the IP backbone network, namely the user and control plane interfaces, are to provide the required QoS through multiple backbone IP domains. The application node to application node control interface is out of scope of this document.

A description of the most important provisioning schemes for QoS is given in annex B.

5.2
Connection models

5.2.0
Overview

The following connection models should be studied.
Editor's Note:
The following connection models are not exclusive.
Editor's Note:
The Figures might need to be updated regarding the IMS clouds.

Editor's Note:
The terminology used in this document for the policy control architecture (e.g. functional entities and reference points) should be aligned with the rel-7 study on "Evolution of the policy control and charging" (3GPP TR 23.803).

5.2.1
UE-UE connection via interconnected IMS networks

5.2.1.1
General

In this case, a UE served by IMS connects to a remote UE via one or more interconnected IMS networks. In this case, mechanisms are required within intermediate IMS networks for policy control interactions with the underlying IP backbone network. 
Two cases are possible depending upon whether the media packets are forced to follow the same path (via the same intermediate network) as the control packets or are allowed to take a different (more efficient/direct path). Both cases are valid and should be studied.

The pros and cons of the 2 approaches seem to depend on which charging models are to be adopted by interconnected IMS networks. 

5.2.1.2
Control and media via the same intermediate network

In this connection model the control and media packets are routed through the same intermediate network. This implies a requirement to force the media to follow a particular path based on the routing of the application layer signalling.

By forcing media to follow the same path as the control, it is possible to treat each session as an individual entity. This approach allows IMS interconnect agreements to be modelled on those used today for Circuit Switched calls. Charging by time, by data volume and by service is possible with this approach. Having PDF and PEP functions under control of an intermediate network AF/CSCF allows for policy control, QoS (bandwidth etc.) reservation and call admission control, if required by an Operator. 

The main disadvantages of forcing media to follow the same path as the control are the inefficiencies that might be introduced in terms of the path taken by the media packets.  Backhauling all media packets via an intermediate network  rather than using available local IP connectivity would be higher cost and would provide a inferior quality of experience (more delay etc.).
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Figure 5.2.1.2.1: UE-UE connection via interconnected IMS networks with control and media via the same intermediate network
Several entities are required in the interconnected IMS networks (e.g. AF and PDF) to provide QoS in the corresponding backbone IP networks. QoS negotiation among the IMS domains is done by AFs. The way to provide QoS within the backbone IP network depends on the QoS policy of the intermediate operator.
5.2.1.3
Control and media via different intermediate networks

In this connection model the control and media packets are not routed through the same intermediate network. The media packets could route directly between the IP-CANs or via a different intermediate network. 

The main advantage of allowing the media to take the most direct/efficient path is lower cost and superior quality of experience (less delay etc.)

If media packets are allowed to take the most direct path between UEs then it is not clear what charging model can be used other than charging by aggregate between operators.

In this case the connection models of 5.2.2, 5.2.3 or 5.2.4 apply.

5.2.2
UE-UE connection via backbone IP networks with off-path QoS signaling

UE served by IMS connects to peer UE via a backbone IP network with off-path QoS signaling. This signalling is transferred between policy decision points, i.e. between PDF and BCF. The backbone IP network is an abstraction that represents the set of inter-connecting network administrative domains between two IMS systems.
BCF performs QoS management within the backbone IP network. Gu interface is defined as the interface between the PDF in IMS and BCF in the backbone IP network.

Editor's Note:
Definitions and more detail explanations of the BCF and Gu interfaces would be described in section 3 or 5.

[image: image3]
Figure 5.2.2.1: UE-UE connection via backbone IP networks with BCF

This connection model is an extension of the IMS Rel-6 one to include a horizontal QoS signalling component between the IMS PDF and an equivalent functional entity, named BCF, in the backbone inter-connecting IP network.

Any vertical interface between the BCF in the backbone IP network and other nodes within this network are considered outside the scope of this TR.
The BCF negotiates QoS with the PDF of the IP-CAN. The way to provide QoS within the backbone IP network depends on the QoS policy of the backbone operator.
5.2.3
UE-UE connection via backbone IP networks without QoS signaling

UE served by IMS connects to a remote UE via one or more backbone IP networks. QoS relations is established between the different backbone IP network providers, between backbone IP network providers and PLMN operators, and between different PLMN operators without requiring per-session signalling. The backbone IP networks may be administered by PLMN operators.
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Figure 5.2.3.1: UE-UE connection via backbone IP networks without QoS signalling
There is no means to signal with the routers regarding On-Path IP QoS control. The routers transit user packets based on the static configuration depending on the QoS policy of the backbone operator.
5.2.4
UE-UE connection via backbone IP networks with on-path QoS signaling

UE served by IMS connects to a remote UE via one or more backbone IP networks with on-path QoS signalling. The backbone IP networks may be administered by PLMN operators.

In on-path signalling model, QoS signaling messages are transferred between PEPs through routers that process user data packets.
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Figure 5.2.4.1: UE-UE connection via backbone IP networks with on-path QoS signalling
The routers in the backbone network could be able to handle signalling regarding On-Path IP QoS control (e.g. RSVP, RSVP-TE or Aggregate-RSVP). The routers receive On-Path IP QoS control messages from IP-CAN or another backbone IP network.
5.3
Issues of connection models

Editor's Note:
This section is for investigation of the connection models from the perspective of QoS and clarification of issues. Details are FFS.

5.3.1
Type of information to be exchange end to end

In order to guarantee End-to-End QoS, a connection model should implicitly or explicitly:

-
convey abstract QoS information. This is the QoS parameterisation should be independent of the actual QoS solutions used at lower levels within the network, and of the transport technologies used in the network.

-
convey appropriate QoS information to describe the QoS requirements of the IP flow. The actual information may depend on the nature/type of the flow (e.g. RT, streaming, etc).

-
allow abstraction in the definition of a flow. E.g. it should be possible to define a flow as:

-
all packets with the same source IP address;

-
all packets with the same source and destination IP addresses;

-
all packets with the same five-tuple: source and destination IP addresses, originating and destination port numbers and protocol ID;

-
etc.

Flow abstraction should be provided in a per flow basis. I.e. the "definition" of a flow itself needs to be signaled through the path of the QoS signalling when establishing the flow.

5.4
Architecture for off-path IP QoS interaction between UMTS network and external IP network
5.4.1
General

This section describes an architecture for off-path QoS interaction between UMTS and an External IP network providing QoS-enabled IP transport services.

To provide IP QoS end-to-end, it is necessary to manage the QoS within each domain. In UMTS network, to enable coordination between events in the application layer and resource management in the IP bearer layer, a logical element, the Policy Decision Function (PDF), is used as a logical policy decision element. It is also possible to implement a policy decision element internal to the IP BS Manager in the GGSN. In the external IP network, a logical element, the Bearer Control Function (BCF) is used to control the external IP bearer service path.
When resources not owned or controlled by the UMTS network are required to provide QoS, it is necessary to interwork with the external network that controls those resources. One alternative to provide highly ensured end-to-end QoS capability for realtime sevices is to interwork with external IP network, using interaction between the Policy Decision Function and the Bearer Control Function.

5.4.2
Description of functions

5.4.2.1 
QoS management functions for off-path end-to-end IP QoS in the UMTS network
Policy Decision Function (PDF) is as defined in 3GPP TS 23.207 [4]. In addition, it is responsible for communication with BCFs in interconnecting networks via the Gu reference point.

The PDF makes policy decisions based on information obtained from the AF and the result of interacting with the other related BCF.
5.4.2.2
QoS management functions for off-path end-to-end IP QoS in the external network
Bearer Control Function (BCF) is the alias of a logical function element in external network which performs QoS control within the external IP network. 

For loadsharing and redundancy reasons multiple BCFs may be provided in each external IP network. 
Editor's Note:
It is FFS how a configuration with multiple BCFs should look like and how they interwork (e.g. to coordinate resources etc). 

5.4.2.3 
Interaction between UMTS network and external networks
Within the UMTS network, there is resource management performed by various nodes in the admission control decision. The resources considered here are under the direct control of the UMTS network.

In the external networks, it is also necessary to perform resource management to ensure that resources required for a service are available. Where the resources for the IP Bearer Service to be managed are not owned by the UMTS network, the resource management of those resources would be performed through an interaction between the UMTS network and that external network.

When interaction is needed between the UMTS network and the external network, resource requirements are explicitly requested and either granted, negotiated or rejected through the exchange of signalling messages between PDF and BCFs in the external network. The interface between PDF and the BCF element in backbone IP network, named the Gu reference point, may transfer QoS and other information which can be used for policy decisions.
Editor's Note:
It is FFS how links are configured for the off-path scenario. Does the signalling (Gu) traffic and the media use the same or different links? How are these links negotiated among the different networks?

5.4.3
Enhanced capabilities of functional elements

This section provides functional descriptions of enhanced capabilities in GGSN, PDF, and AF.

5.4.3.1
GGSN
The functionality is the same as defined in 3GPP TS 23.207 [4].

5.4.3.2
PDF

Service-based Local Policy Decision Point

-
The PDF shall exchange the QoS information with the other related BCF via the Gu interface.
5.4.4
Reference points between functional elements

5.4.4.1
Go reference point (PDF - GGSN)
The functionality is the same as defined in 3GPP TS 23.207 [4].

5.4.4.2
Gq reference point (PDF - AF)
The functionality is the same as defined in 3GPP TS 23.207 [4].

5.4.4.3
Gu reference point (PDF - BCF)

5.4.4.3.1 
Gu functional requirements

The Gu reference point is used for exchange of QoS information between PDF and BCF element in backbone IP network.
5.4.4.3.2
Information exchanged via Gu reference point

Service information:

The service information below is derived from Gq reference point, which may include:
-
session Id (to uniquely identify the the session).

-
information defining the IP flows of the media stream. E.g.

-
direction (bi-directional, uplink / downlink);

-
5-tuple (source/destination address and port number, protocol Id);

-
indication of the maximum and/or mean bandwidth required.

-
an indication of the requested type of service information per service-flow.

Editor's Note:
The information passed over the Gu interface may also include other information required to negotiate resources in the external IP networks. 

The result of Session Admission Control (SAC):

The result of SAC by PDF and BCF should be sent via the Gu interface. 
5.5
Architecture for on-path IP QoS interaction between UMTS network and external IP network
5.5.1
Overview

This section describes an architecture for on-path QoS interaction between UMTS and an External IP network providing QoS-enabled IP transport services.

5.5.2
RSVP

This section describes RSVP and some of the extensions that have been made to RSVP that meet a number of requirements such as improving its scalability and security characteristics. In this scenario the GGSN acts as an RSVP Sender and Receiver.

RSVP [6] is a control signalling protocol that requires the introduction of states for specific information flows, although reservation states are ”soft” in that they are regularly renewed by messages sent from the initiator of the reservation request. If not renewed, the reservations are timed-out. Resources are reserved for forwarding packets meeting specified criteria (protocol id and port number) from a specific destination address to the initiator of the reservation. Receivers initiate requests for resource reservations along the path that the packets will follow. Nodes which do not support RSVP pass on the reservation request and so there is no guarantee that the path will be fully reserved, although an indication is sent to the reservation initiator that a non-RSVP link has been encountered. The resources need to be available and access policy conditions have to be met for a reservation to be successfully applied. The Sender advertises a data flow by sending a Path message to the receiver of the data flow. The Receiver of the data flow may initiate a reservation for the data flow by sending a Resv message. The Resv message follows the Path message upstream hop-by-hop using the installed path states.  The integrity and authentication of RSVP messages can be ensured using the RSVP Integrity object as described in RFC 2747 [27]. 

A Policy Data object, identifying a user or an account for example, can be included to control reservation access and usage policy [12]. RFCs 2752 [29] and 2872 [30] further define how users and applications can be identified and authorised to make resource reservations. 

Reservations can be aggregated over a single RSVP reservation which dynamically adapts to the characteristics of the reservations being aggregated [16]. Aggregation can reduce the load of processing many independent reservations on the routers on the aggregation path as long as the aggregate reservation is not adapted to every individual reservation but modified less frequently. Algorithms and policies for predictive reservations are described in RFC 3175 [16]. Differentiated Services techniques for packet classification and forwarding behaviour are used such that a number of aggregated reservations may be established between a pair of routers, each corresponding to a certain class of traffic and identified by a Differentiated Services codepoint. A number of possible traffic classifications are possible ranging from mapping all individual RSVP reservations to one DS codepoint and per-hop forwarding behaviour, through mapping all Guaranteed Service reservations to one DS codepoint and all Controlled Load reservations to another, to in addition using policy information to classify traffic.

It is necessary to ensure that the data packets associated with an aggregated reservation follow the path of the aggregate reservation using a technique such as IP-in-IP tunnels, GRE tunnels, or MPLS. This is because the aggregate RSVP Path messages contain the IP addresses of the aggregating and de-aggregating routers rather the IP addresses of the individual end-to-end flows as is normally the case in RSVP. MPLS has the advantage of allowing traffic engineering.
It is also possible to use the Resource Management in Diffserv (RMD) concept, which was introduced as a possible method for dynamic admission control for Diffserv [31], with RSVP. In some of the nodes or in the nodes within a network region, simplified RSVP operation is used: storing only aggregated reservation states and using a simple resource management function in these nodes.
5.5.3
Feedback based call admission control

End-to-end QoS provisioning in the current 3GPP standard as specified in TS 23.107 and TS 23.207 uses Diffserv mechanisms on the IP bearer level, for example Service Level Agreements (SLAs), to ensure QoS. The involved networks are assumed to be at least statically dimensioned to cope with the agreed traffic volumes. Traffic exceeding these agreed limits is expected to be handled using normal Diffserv traffic shaping functions, e.g. dropping of random packets. Such mechanisms is however not always very friendly to real-time traffic e.g. flows used to carry IMS IP telephony calls. Instead a mechanism capable of either blocking a real-time flow completely or letting it through completely would be a more appropriate mechanism to control the traffic volumes. The feedback based call admission control (CAC) function described below has such a characteristic. 

A solution which can prevent overload situations of real-time traffic in intermediate networks employs a CAC function in the PLMN, e.g. in the GGSN or in a node in the IMS Core. The CAC function is queried at session activation. The CAC function must also be made aware of the congestion situation in any intermediate networks along the end-to-end path. A method to provide the CAC function with such information is by feedback from the intermediate networks. Congestion or bandwidth limitations in these networks are indicated by a remarking of either the DS-field or the ECN-field, in the TOS byte (for IPv4), in IP headers of packets forwarded through congested points of these networks. Remarking in a node should start when bandwidth resources get close to its limit, i.e. before actual congestion occurs. 

For the remarking solution there is only a logical or implicit relation between the control planes in the application nodes and the nodes in intermediate IP backbones, i.e. there is no specific signalling protocol used. 
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Figure 5.5.3.1: Feedback based QoS provisioning

The CAC function uses feedback information to check for congestion based on an operator-specific threshold. When sessions for outgoing calls are established, the current congestion conditions  for the path to the destination network is checked before the session is finalized. In case of resource constraints, the call can be blocked depending on policy.    

Diffserv remarking can be applied locally within domains and between domains (within SLAs) if operators agree. ECN has end-to-end semantics, that is, all domains including the intermediate IP backbones have to support the congestion indication functionality to ensure end-to-end QoS. For further description of Diffserv remarking see RFC 2475 [9] and RFC 3260 [28]. 
5.6
Characteristics of different IP QoS architectures 

5.6.1
Overview

This section compares the possible alternative solutions that can be used for end-to-end QoS. The differences in required functionality and characteristics are highlighted below. 

5.6.2
Characteristics of feedback based QoS solution

The main characteristic of the feedback based QoS solution is its simple implementation and low processing requirement. It does not require any new implementation in legacy routers. The nodes in the network have to be configured to support the simple ECN or Diffserv remarking function. Alternatively, the links having nodes not configured have to be dimensioned properly so that no congestion occurs.

For an interdomain solution, the usage of DSCPs has to be agreed between the domains as a domain not supporting this mechanism cannot be detected.

The functionality needed in nodes performing admission control consists of packet filtering, counting remarking rate for filtered aggregates and deciding on admission per aggregate. The method is well suited to bandwidth based SLAs, that need to be configured in edge routers. 

The feedback solution is an on-path method, so it responses to changes in topology such as on-path signalling. Expected bandwidth efficiency of the method is similar to aggregated on-path signalling solutions. 

If admission control is based on background traffic monitoring, session setup is fast because admission control nodes decide on local information that has been collected prior to the session establishment. 

5.6.3
Characteristics of off-path signalling using Gu interface
Off-path signalling usually involves an independent resource management system, which communicates via standardized interfaces (COPS, SNMP, or other protocols) with the IP layer. It provides unified operation, maintenance and administration of the resources. 
BCF is a critical node in the network since it holds information about the network logical topology and controls the service resources.

It can be implemented within a single administrative domain and multi-domain as well. The standardization of the protocol to support inter-domain solutions is depending on the progress in other standardization body (IETF, ITU-T or others).

With this solution there is no need to implement a scalable reservation protocol in each router. 

This solution complements existing IP networks with QoS control functions without affecting traditional services. It adopts a layered network structure consisting of the logic bearer layer, bearer control layer and service control layer. Logic bearer layer can be e.g. an MPLS-based bearer layer that is separated from traditional IP services in terms of resources.
It requests resources before the use of services, guarantees the resources during the use and releases of resources after the use.
It fulfils the QoS requirements as long the resource management server reflects the real logical topology information (routing and link loads). 
If the backbone is based on MPLS, only the edge routers need to provide flow classification functions. 
5.6.4
Characteristics of on-path signalled QoS solution

In on-path QoS signalling methods (RSVP and future NSIS QoS application), the signalling messages follow the data path and make reservations for the data flow or aggregate in each network element along the path. RSVP and NSIS are able to inter-work with general routing protocols; therefore additional signalling is not needed. 

The resource management is simple: based on Intserv or Diffserv, advanced resource management may be implemented in some nodes, e.g. edge nodes. Both RSVP and NSIS utilize soft state principle. This results in more robust design than hard states, ensuring that abandoned reservations are removed automatically after time-out. Both RSVP and NSIS are able to give fast and automatic response to changing network topology, e.g. reservations are automatically moved in the new data-path after rerouting. 

On-path signalling methods have distributed architectures, which is very desirable from network resilience and robustness point of view. Intserv requires storing per flow reservation state in each router, which can cause scalability issues. This can be avoided by RSVP extensions for aggregated reservation, summary refresh, which are supported also by NSIS. 

---------------------------------------- End of Chapter 5 of TR 23.802 ----------------------------------------------

Traditionally, PLMN operators connect their IP based backbone networks and services by using inter-PLMN networks usually guided by the harmonized definitions issued by the GSM Association.

For the establishment of an inter-PLMN network, GSM Association recommends the usage of GRX networks that are able to guarantee Quality of Service to its own customers.

It has been understood that GSM Association also recommends the use of GRX networks as the inter-PLMN of choice for interconnection of their IMS networks. However, GRXs seem to need some modifications for that. 

At the last GSM World Congress in Cannes, GSM Association has announced running of trials to prove the technical interoperability of equipment and the practical interconnection of networks, for SIP-based services.

It is clearly understood that an initiative like this one can bring clarity to the ongoing E2E QoS study and help to limit the scope of this study to those scenarios being considered more feasible for a real case of IMS interconnection.
2. Actions:

To GSM Association group.

ACTION: 
SA2 kindly asks GSM IREG Packet and IP Interconnetion:

· to inform 3GPP SA2 about the activities related to end-to-end QoS ongoing within GSMA and the relevant scenarios identified for QoS and how they may relate to and complement the 3GPP study 

· to provide requirements, from an operator perspective, that may need to be considered for the ongoing work

· to provide feedback on the interconnection models mentioned in the discussion section, which are being worked out in the feasibility study ongoing at 3GPP SA2


3. Date of Next SA2 Meetings:

SA2 #46
9th – 13th May


Athens, Greece

SA2 #47
27th June – 1st July 2005    

TBD, North America 
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