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1. Introduction
This contribution provides a methods on MPLS-TE used as on-path QOS signalling.

2. Discussions
MPLS-TE is a feasible mechanism to guarantee the QOS resource by definition of the priority and grab of resource. While the PEP and the routers in the Backbone IP network are equipped with MPLS-TE, the QOS class will be mapped to LSP priority used from PEP through routers to the other PEP.

3.
Proposal
2
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5.2.4
UE-UE connection via backbone IP networks with on-path QoS signaling

UE served by IMS connects to a remote UE via one or more backbone IP networks with on-path QoS signalling. The backbone IP networks may be administered by PLMN operators.

In on-path signalling model, QoS signaling messages are transferred between PEPs through routers that process user data packets.
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Figure 5.2.4.1: UE-UE connection via backbone IP networks with on-path QoS signalling
The PEP in the IP-CAN and the routers in the backbone network could be able to handle signalling regarding On-Path IP QoS control (e.g. RSVP, RSVP-TE, Aggregate-RSVP, or MPLS-TE technology). The routers receive On-Path IP QoS control messages from IP-CAN or another backbone IP network.
5.5
Architecture for on-path IP QoS interaction between UMTS network and external IP network
5.5.1
Overview

This section describes an architecture for on-path QoS interaction between UMTS and an External IP network providing QoS-enabled IP transport services.

5.5.2
RSVP

This section describes RSVP and some of the extensions that have been made to RSVP that meet a number of requirements such as improving its scalability and security characteristics. In this scenario the GGSN acts as an RSVP Sender and Receiver.

RSVP [6] is a control signalling protocol that requires the introduction of states for specific information flows, although reservation states are ”soft” in that they are regularly renewed by messages sent from the initiator of the reservation request. If not renewed, the reservations are timed-out. Resources are reserved for forwarding packets meeting specified criteria (protocol id and port number) from a specific destination address to the initiator of the reservation. Receivers initiate requests for resource reservations along the path that the packets will follow. Nodes which do not support RSVP pass on the reservation request and so there is no guarantee that the path will be fully reserved, although an indication is sent to the reservation initiator that a non-RSVP link has been encountered. The resources need to be available and access policy conditions have to be met for a reservation to be successfully applied. The Sender advertises a data flow by sending a Path message to the receiver of the data flow. The Receiver of the data flow may initiate a reservation for the data flow by sending a Resv message. The Resv message follows the Path message upstream hop-by-hop using the installed path states.  The integrity and authentication of RSVP messages can be ensured using the RSVP Integrity object as described in RFC 2747 [27]. 

A Policy Data object, identifying a user or an account for example, can be included to control reservation access and usage policy [12]. RFCs 2752 [29] and 2872 [30] further define how users and applications can be identified and authorised to make resource reservations. 

Reservations can be aggregated over a single RSVP reservation which dynamically adapts to the characteristics of the reservations being aggregated [16]. Aggregation can reduce the load of processing many independent reservations on the routers on the aggregation path as long as the aggregate reservation is not adapted to every individual reservation but modified less frequently. Algorithms and policies for predictive reservations are described in RFC 3175 [16]. Differentiated Services techniques for packet classification and forwarding behaviour are used such that a number of aggregated reservations may be established between a pair of routers, each corresponding to a certain class of traffic and identified by a Differentiated Services codepoint. A number of possible traffic classifications are possible ranging from mapping all individual RSVP reservations to one DS codepoint and per-hop forwarding behaviour, through mapping all Guaranteed Service reservations to one DS codepoint and all Controlled Load reservations to another, to in addition using policy information to classify traffic.

It is necessary to ensure that the data packets associated with an aggregated reservation follow the path of the aggregate reservation using a technique such as IP-in-IP tunnels, GRE tunnels, or MPLS. This is because the aggregate RSVP Path messages contain the IP addresses of the aggregating and de-aggregating routers rather the IP addresses of the individual end-to-end flows as is normally the case in RSVP. MPLS has the advantage of allowing traffic engineering.
It is also possible to use the Resource Management in Diffserv (RMD) concept, which was introduced as a possible method for dynamic admission control for Diffserv [31], with RSVP. In some of the nodes or in the nodes within a network region, simplified RSVP operation is used: storing only aggregated reservation states and using a simple resource management function in these nodes.
5.5.3
MPLS-TE
This section describes the MPLS-TE.
MPLS-TE defines the concept of Label Switched Path (LSP) priority, which is used to set up LSP priority with some resource, and allows higher LSP (i.e. with the higher priority) to grab the resource of lower LSPs. This mechanism can ensure that:

1) in the case all of the resource of higher LSP are used out, there still are resource reserved by the lower LSP.

2) important LSP will always set up the optimum path without the restriction of available reservations.

3) while the LSP reroutes the path, important LSP shall have priority of first routing.

MPLS-TE defines 8 priority classes, which from the highest '0' to the lowest '7', and 2 types, which are the setup priority and hold priority. Setup priority controls the admission and sets up LSP with the resource which have not been set up, and hold priority controls the admission to the resource which have been set up. During the setup of a LSP, if the resource is insufficient, the setup priority of the LSP should compare with the hold priority of the other LSPs, which have been setup, to deside whether the LSP is more important and then grab the other LSPs' resource. For further description of MPLS-TE see RFC 3346 [32]. 
5.5.4
Feedback based call admission control

End-to-end QoS provisioning in the current 3GPP standard as specified in TS 23.107 and TS 23.207 uses Diffserv mechanisms on the IP bearer level, for example Service Level Agreements (SLAs), to ensure QoS. The involved networks are assumed to be at least statically dimensioned to cope with the agreed traffic volumes. Traffic exceeding these agreed limits is expected to be handled using normal Diffserv traffic shaping functions, e.g. dropping of random packets. Such mechanisms is however not always very friendly to real-time traffic e.g. flows used to carry IMS IP telephony calls. Instead a mechanism capable of either blocking a real-time flow completely or letting it through completely would be a more appropriate mechanism to control the traffic volumes. The feedback based call admission control (CAC) function described below has such a characteristic. 

A solution which can prevent overload situations of real-time traffic in intermediate networks employs a CAC function in the PLMN, e.g. in the GGSN or in a node in the IMS Core. The CAC function is queried at session activation. The CAC function must also be made aware of the congestion situation in any intermediate networks along the end-to-end path. A method to provide the CAC function with such information is by feedback from the intermediate networks. Congestion or bandwidth limitations in these networks are indicated by a remarking of either the DS-field or the ECN-field, in the TOS byte (for IPv4), in IP headers of packets forwarded through congested points of these networks. Remarking in a node should start when bandwidth resources get close to its limit, i.e. before actual congestion occurs. 

For the remarking solution there is only a logical or implicit relation between the control planes in the application nodes and the nodes in intermediate IP backbones, i.e. there is no specific signalling protocol used. 
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Figure 5.5.3.1: Feedback based QoS provisioning

The CAC function uses feedback information to check for congestion based on an operator-specific threshold. When sessions for outgoing calls are established, the current congestion conditions  for the path to the destination network is checked before the session is finalized. In case of resource constraints, the call can be blocked depending on policy.    

Diffserv remarking can be applied locally within domains and between domains (within SLAs) if operators agree. ECN has end-to-end semantics, that is, all domains including the intermediate IP backbones have to support the congestion indication functionality to ensure end-to-end QoS. For further description of Diffserv remarking see RFC 2475 [9] and RFC 3260 [28]. 
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