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Introduction

At the RAN2 #46 meeting in Scottsdale, RAN2 sent a reply LS to SA2 (R2-050650) on "NAS Signalling load at MBMS session start/stop", replying to S2-050488. This document is trying to answer SA2's concern of SGSN overload due to incoming RNC signalling, in light of the incoming RAN2 reply.

Discussion

In section 1.2 of the Reply LS, "Reduction of SGSN load due to counting", RAN2 indicates that :

"During counting, the RNC could reduce the number of PMM establishments and increase the delay due to counting.

However, RAN2 does not see how the RNC could be aware of the acceptable load of the SGSN in order to trigger these mechanisms.

As for the signalling load due to establishment of non-MBMS services at stop of MBMS sessions or the release of non-MBMS services at start of the MBMS session, it is RAN2 opinion that AS mechanisms need to be jointly managed with the Core Network nodes that need an overload protection, hence a solution cannot be provided only at AS."

RAN2 does not consider that the RNC is capable to properly limit by itself the peak load towards the SGSN caused by the counting procedure, as SA2 was expecting in the original LS S2-050488.

The reasons are :

· the RNC triggers the PMM connections over a short time, in order to limit the delay for session establishment at MBMS session start ;

· the RNC has no knowledge of the capacity of the SGSN to sustain the signalling load due to this RNC's MBMS signalling ;

· the RNC has no knowledge of the load caused on the SGSN by other RNCs, both for MBMS and non-MBMS connections.

Solution

It is therefore necessary for the SGSN to report potential overload conditions and/or remaining capacity to the RNC, in order to instruct the RNC to relieve the signalling pressure, e.g. by slowing down partly or completely the rate of connection establishments which would in turn reduce the signalling load towards the SGSN, and that for a short while (timer-based) or until instructed otherwise by the SGSN.

This would lead to a somewhat slower MBMS session start than in ideal conditions, but would prevent the SGSN from being in a situation where it cannot process requests properly.

This can be generalised to the Circuit-Switched domain by implementing similar procedures in the MSC, e.g. for a more efficient use of the ACBOP feature.

Possible signalling information include (possibly combined) :

· reducing signalling by a certain amount, e.g. by indicating a percentage of incoming requests to be dropped or delayed, or by slowing down connection establishments to reach a lower rate of signalling ;

· limiting certain categories of calls, e.g. Packet-Switched, Circuit-Switched, MBMS requests, establishment cause provided by the UE, access service class,... ;

· indicating the current remaining capacity of the node, e.g. by indicating a percentage of remaining resources, ... ;

· requesting the RNC to temporarily stop (completely or partially) the signalling towards the Core Network node, either for a certain duration (operator-configured, or depending on the current load of the node), or until further instructions from the Core Network node ;

· ...

Proposal

In light of the discussion and solution just described, we would like to discuss the possibility to include procedures on the Iu interface between the SGSN (and possibly the MSC as well) and the RNC to allow the Core Network nodes to indicate potential overload situations to the access nodes.
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