3GPP TSG–SA2 Meeting #44 
Tdoc (
S2-050397
Budapest, Hungary, 26 January – 2 February 2005


rev of S2-050380
Agenda Item:
7.2, ACBOP

Source: 
Siemens, NTT DoCoMo
Title: 
Corrections for the Congestion and Failure Cases
Document for:
Decision

1. Introduction

The ACBOP TR lists a number of overload and failure cases that should be solved by some overload handling. Unfortunately, the description of the cases determines already solutions in some cases, which seems to prevent alternative solutions. It is proposed to remove such solution definition from case description or adding of potential alternatives. The technical requirements derived from cases descriptions need alignment with clarified cases descriptions.

2. Proposed Modification

4.2
MGW and/or voice transit network overload or failure

With the release 4 MSC-Server and Media Gate Way architecture it is possible that the MGW can fail but the MSC-Server can still be operational. In such a situation it is very important that the mobility management signalling still functions and that SMS and PS domain traffic can still be handled.

While some overload situations can be handled by the MSC-server rejecting call setup attempts, more severe overload situations need to be handled without impact on the MSC, e.g. by the use of access class barring.
According to the current TS 23.205 [8], one MSC Server can access multiple MGWs in operational situations, then a single MGW failure should be less of a problem.

If in operational situations, only one MGW is available, then it is useful to limit CS domain Call Control accesses while permitting other Connection Management (e.g. SMS) and Mobility Management activities. However, typically signalling traffic is routed via the MGW to the MSC-Server. Consequently, when only one MGW is available and the MGW or the transit network fails the MSC-Server will not receive signalling messages and is also not overloaded.
4.3
SS7 signalling network overload/failure

There are instances where the SS7 network between the MSC/SGSNs and HLRs and/or SMSCs can become overloaded and/or fail while the voice transit network remains operational.

When there are problems on the visited MSC/SGSN to HLR connection, location area updates and routeing area updates could be rejected by the MSC/SGSN with an appropriate error cause (e.g. #17 Network Failure). After 4/5 attempts, the mobile then delays retrying for a long period (T3212). These techniques appear suitable for handling the MM and GMM signalling.

Each SMS probably uses very similar MSC processor capacity as a call set up attempt. Given the large volumes of SMS traffic that can be generated, and potentially automatically resubmitted following a delivery failure, it seems to be useful to try and provide overload control for SMS traffic in a manner that does not load the MSC but which permits voice calls to continue. The use of Reject messages with cause values and wait timers that delay the mobile from re-attempting SMS transfer could be useful.

An MSC typically processes all updates/calls/SMSs as long as not overloaded. When the MSC processing capacity is used up to a certain level the MSC reaches overload status, which may trigger alarms or overload control messages to other network entities. It may take considerable effort within the MSC to isolate the source of the SS7 overload and to signal or generate alarms indicating the overload reason, e.g. update, call control or SMS traffic, to allow for specific access class barring. Furthermore it should be noted that SS7 overload handling on signalling networks doesn’t allow for such a separation. 

 Significant amounts of SMS traffic can be generated by SMSCs that are not within the VMSC/V-SGSN operator’s control. This however cannot be solved by controlling UEs. Countermeasures by the network are needed, e.g. SS7 policing or overload control.
4.4
Terminating calls/events

The current core specifications (and GSM test cases) make it clear that a mobile shall not respond to paging if its access class is barred.

However, for mobile terminating calls and SMSs, a large quantity of network processing has been completed prior to paging the mobile. If access class barring then prevents the mobile from responding, all this core network processing will have been wasted. While the core network may have techniques for load shedding that reduce the load near the source of the traffic, this does not resolve radio congestion issues at the A party.

Typically, it takes the B party’s MSC quite a long time (eg 8 to 25 seconds) to determine that the mobile has not responded to paging, and, in the case of mobile to mobile calls, this means that a traffic channel has been wasted on the A party’s radio interface. Further, the reaction of the A party to this situation is that they frequently redial, thus causing extra network load. Any diversion of the call to a voice mail platform can lead to both the A party and the voice mail platform attempting (repeatedly) to contact the B party.

This is sub-optimal and it would be preferable if the operator could control whether or not the mobile was permitted (required) to respond to the CS domain page. Alternatively, the mobiles are always allowed to respond to paging and the network drops terminating events before paging in case of overload.
The need for separate incoming/outgoing access control in the PS domain is currently less clear. However, with the potential for all voice traffic to migrate to IMS, it seems logical to provide the PS domain with similar capability.

4.5
HLR Overload/Failure

The subscribers using one MSC (or SGSN) are normally distributed across multiple HLRs. Existing LA and RA Update reject causes and MM/GMM procedures can be used to ‘back off’ mobiles linked to a failed HLR. Hence, there does not seem to be a need to enhance the Access Class Barring procedures to handle HLR problems.

4.6
GGSN Overload/Failure

Normally many GGSNs are reachable from one SGSN, and, frequently more than one GGSN is associated with an APN. Hence, there does not seem to be a need to enhance the Access Class Barring procedures to handle GGSN problems.

If the SGSN knows that the GGSN is unreachable, or, if the GGSN does not respond to the attempt to activate the PDP context, then the SGSN needs to be able to prevent the mobile from automatically re-attempting to activate the PDP context. 

4.7

Packet backbone (GTP-U or Gi) overload/failure

In this situation it will be necessary to reduce the user plane traffic without loading the SGSN. 

If the GMM signalling is barred at the same time as the user plane traffic, there is likely to be an increased peak in GMM signalling load when the barring is removed. This load peak might cause other forms of instability, and, it is important that user-plane overload does not subsequently lead to signalling overload. Hence it will be very useful to keep GMM signalling active (especially if the network is using NMO=1/Gs interface) during a packet backbone overload/failure.

As SMS traffic does not load the packet backbone, there is no reason to restrict SMS just because the packet backbone has overloaded. Conversely, the packet backbone might have been overloaded because of a peak in “voice IMS traffic” or other PS data relating to an emergency: during such a situation it will be useful to permit the radio efficient SMS traffic to continue and permit person to person communication. Hence it will be important to keep SMS traffic flowing while overload in the packet backbone occurs.

Mechanisms are also desirable to reduce load before a severe overload occurs. It may be useful to give GTP signalling packets priority over most user data packet to avoid signalling overload in case of packet backbone overload. User data packets that can not be transferred due to overload can be discarded.
Editor’s note :in UMTS, some control can be achieved by the SGSN rejecting new Iu interface Service Requests with service type = data. In GSM A/Gb mode, the SGSN does not have this capability.

4.8
Wide area radio interface congestion causing RNC/BSC overload/failure

The existing access class barring procedures provide functionality to control users in idle mode, however extra functionality is needed to control RRC connected mode mobiles (eg those in URA_PCH state).
A separate issue is that during an emergency situation, customers will wish to communicate the fact that they are OK to their friends and relatives. One of the most radio efficient ways of communicating is via SMS, and within GSM, SMS traffic can frequently be handled without impacting call control signalling. Hence, it may be useful to provide separate access control for SMS compared to CS-voice calls and PS domain access. Or, it may be useful to transfer SMS on PS domain when emergency situations typically cause overload for the CS domain.
4.9
Cell level congestion/access for emergency services

During, for example a traffic jam, GSM cells frequently have significant blocking of voice calls. This is not a problem unless the emergency services need to use that cell for their voice calls. In this case, existing access class barring functionality is used.

However, within GSM, it is noticeable that cells that are under intense voice call overload are still able to carry substantial amounts of SMS traffic. Hence a useful enhancement to GSM might be to maintain SMS transfer when access class barring for voice calls is invoked. It may be useful to transfer SMS on PS domain.
Whether of not UTRAN exhibits similar properties, as GSM is FFS.

4.10
Multiple RATs

Currently the specifications state that mobiles shall not reselect another cell just because the Access Class Barring bits have been set on the serving cell. With overlaid 2G and 3G coverage, it is worth considering whether control of Radio Access Technology change should be provided in RNC or BSC overload situations. However, care is needed to ensure that any sudden change in RAT does not lead to a peak of LA/RA updates that cause harm to the new RAT’s core network nodes.

No changes to the access class barring functionality seems necessary because ‘cell barring’ can be used to force mobiles away from one RAT to another one.
4.11
Intra-domain connection of Radio Access Network (RAN) nodes to multiple Core Network (CN) nodes (Iu Flex)
Enhancements to Access Class barring need to take into account this functionality. Overload within one CN node could lead to (manual) adjustment of the BSC/RNC routing tables, however, great care is needed when doing this to ensure that this does not overload other CN nodes and cause multiple node failures.

When the CN nodes are optimally (heavily) loaded, failure of one CN node will prevent its load being moved onto other CN nodes. When the node that failed is brought back into service, its load needs to be restored gradually. This implies that the overload control should be made applicable only to the mobiles registered on the recovering node.

Iu flex permits 2 to more than 100 CN nodes to be connected to one RAN node.

4.12
Network Sharing

The requirements for shared networks will be similar to those in section 4.11, except that there is less scope for sharing the load from one network operator to their competitor. Operators who use network sharing should not be prevented from using Iu flex functionality. Overall, however, it will be important that one competitor’s network problem does not restrict the traffic on the other competitor.

The standards for Iu flex based network sharing permit 2 to 5 CN operators to share one RAN node.

4.13
Handover into overloaded areas

Currently, access class barring has no impact on the network controlled handover of traffic into a cell which has some of its access classes barred.  Given that the network has visibility of the load situation in serving and target cells, and that the network can release the connection to reduce load, this situation seems satisfactory.

However, with the current UTRAN design, the network will not be able to control traffic following RRC connected mode cell reselections made by the mobile in CELL_FACH, CELL_PCH and URA_PCH states. 

Because the mobile is not actively transferring data in these CELL_PCH and URA_PCH states, this seems to lead to a requirement for the mobile to obey the serving cell’s Access Class barring in these states. Conversely, it can be argued that it would be beneficial for the UTRAN mobility management machine to be maintained and to permit the Cell Update message to be sent when the mobile leaves the old URA (or cell in the CELL_PCH case).

In the CELL_FACH state, should the mobile’s data transfer be broken automatically when it performs ‘mobile controlled handover’ into a cell where its Access Class is barred? This will probably vary on a case by case basis.

This seems to require independent Access Class Barring control for “access following mobile controlled handover” to that for “mobile initiated traffic” in the CELL_FACH, CELL_PCH and URA_PCH states.

4.14
MBMS point to point repair

The MBMS point to point repair service might impose peaks of extra load on a cell (and other parts of the network). In the case, there is one way for this load to be distributed is for the BM-SC to distribute to each UE, at activation time, one or more server addresses (from a group of addresses), along with parameter(s) that are used to generate a random time dispersion of the requests.
Note: The above way is specified in TS23.246 [7].

5
Functional Requirements

5.1
General overview

The existing Access Control mechanisms are specified in TS22.011, TS25.331, TS 44.018 and 44.060. 

Within UTRAN, the Access Class barring information is sent in the Cell Access Restriction IE which is sent in SIB 3 and SIB 4. 

Within GERAN, the Access Class barring information is sent:

- on the BCCH in the RACH Control Parameters IE sent in SYSTEM INFORMATION TYPE 1, 2, 2bis, 3, and 4 messages, and,

- on the PBCCH/PCCCH in the PRACH Control Parameters IE in the Packet System Information Type 1 and Packet PRACH Parameters messages.

The current access control is limited to UEs in idle mode. It has been found suitable for cell level and RNC/BSC level congestion control. However, it is not optimised for congestion affecting only one CN domain because the system information does not distinguish between CS or PS domains (except if the GSM PBCCH is in use).

5.2 
Functional requirements for access control mechanisms.
One key requirement is that the mechanisms used to control overload do not require extra processing by the node that is overloaded. In general, this requirement could be met by BSC/RNC O+M commands being used to control the settings of any Extended Access Class Barring parameters. The use of extensions to the A/Iu interface Overload messages requires further study.

To control or restrict access from UEs to a specific domain, it is natural to extend the existing access control mechanism specified in TS22.011 and TS25.331/44.018/44.060, as well as to consider other mechanisms. 
From the requirements in section 4, the following functional requirements can be derived:

a)
(from 4.1.1) the capability to reduce load on the CS (or PS) domain without reducing load on the other domain;

b)
(from 4.1.3) the need for mechanisms by which access to the CS domain from mobiles that are in PMM connected state can be controlled;

c)
(from 4.1.4) the need for mechanisms that can gradually increase the permitted access to one CN domain independently of the overload setting on the other CN domain;

d)
(from 4.8 and 4.9) the capability to limit CS domain Call Control accesses while permitting SMS;

e)
(from 4.3) the need for extra 24.008 and/or 24.011 Session Management cause values and/or procedures to delay the mobile re-attempting SMS transfer;
f)
(from 4.4) the capability to overload control terminating events independent from mobile originating traffic;

g)
(from 4.6 and 4.7) the need for extra 24.008 Session Management cause values and/or procedures to delay the mobile re-attempting PDP context activation, and, the need for PS domain “automatic calling repeat call attempt restrictions” (similar to those in Annex E of 22.001) to be specified;
h)
(from 4.7) the capability to limit PS domain user data traffic while permitting Session Management, GMM and SMS activity.

i)
(from 4.11) RNC/BSC functionality is needed to handle overload of CN nodes when “intra-domain connection of Radio Access Network (RAN) nodes to multiple Core Network (CN) nodes” is in use. Typically this should permit preventing only the transactions related to the overloaded CN node(s).
j)
(from 4.1.5) methods should be documented for handling SGSN failure when the network is using NMO=1 (Gs interface).
k)
(from 4.13) the capability to control “access following mobile controlled handover” independently to that for “mobile initiated traffic” in the CELL_FACH, CELL_PCH and URA_PCH states.

l)
(from 4.12) RNC functionality is needed to handle overload within only one of the multiple competing operator’s core networks. 

Potential technical solutions for these 5 groups of functional requirements are discussed in section 6.

�PAGE \# "'Page: '#'�'"  �� � HYPERLINK "http://www.3gpp.org/ftp/Information/DocNum_FTP_structure_V3.zip" ��Document numbers� are allocated by the Working Group Secretary.  





3GPP


