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1. Introduction

TR 23.898 Chapter 6.2.1 (Node Specific Access Control) sets requirements to extend Access Class Barring with NRI due to failure/congestion situation in the network using Iu-Flex. This contribution attempts to analyse whether such enhancement is needed.

2. Discussion

Our opinion is that congestion and failure scenarios are so different in nature that they need to be analysed separately.

Additionally it should be noticed that according current specifications NRI is flexible length and UE’s are not aware whether NRI is in use or not, also multiple NRIs may be allocated for a particular CN node. If NRI would be used for node specific access control, then the NRI length must be fixed that will limit the Iu-Flex functionality. Also it is not feasible to broadcast many NRIs in a broadcast channel due to scarce resource of broadcast channel bandwidth, that further limit the possible Iu-Flex configurations.

2.1 Congestion in a CN node

In Iu-Flex configuration load balancing between CN node elements is performed by RNC. The load balancing mechanism is implementation specific. In the simplest scenario all CN nodes of a particular domain/pool area have equal capacity and one NRI value is associated to each of them. In this case the RNC implementation could utilise e.g. a straightforward round-robin algorithm when it assign users to different CN nodes. If the CN nodes connected to a particular RNC have different capacities, then load-balancing algorithm has to be more advanced. 

The basic load balancing mechanisms outlined above distributes the users evenly among CN nodes taking into account also potential differences in capacities of the CN nodes. 

The number of users in CN nodes is hundred of thousands if not eve more, thus the traffic generated by users in each CN node is also very evenly distributed. It can be concluded that when one of the CN nodes becomes congested, all other CN nodes are becoming too, or are at least they are very close to congestion. If there is some free capacity left in some of the CN nodes, RNC can assign new users coming to this particular area to those CN nodes based on Load Indication procedures received from congested CN nodes.

Our conclusion is that extended Access Class Barring with NRI does not provide any added value in the context of partially congested Iu-Flex network.

2.2 CN node failure

In case of CN node failure all subscriber data and contexts for ongoing calls/sessions are lost in the CN node. Eventually, all UEs that had ongoing calls/sessions identify that the calls/sessions are lost and they enter IDLE state. RNC will notice the CN node failure at the latest when the CN node informs the RNC about the failure using “Reset” procedure of the appropriate protocol (BSSMAP/RANAP/Sub-Network Service protocol).

The following discussion concern only UEs that were registered in the failed CN node. 

Many of the users that had an ongoing call before failure may attempt to establish a new call immediately. They will send a CM Service Request to network. In this case RNC may block the call establishment, use RRC connected mode DSAC (if whole pool area is congested) or forward the request to another CN node (if resources are available within the pool area). In the latter case, the new CN node can further either accept or block the request. 

UEs in IDLE mode start location updating procedure at the expiry of periodic location updating timer T3212 by sending L3-LOCATION UPDATING REQUEST message to the network. The NRI in the TMSI will point to the failed CN node or UE indicates only IMSI (TMSI and LA/RA where deleted after failed update). In this case RNC may either block the periodic location updating procedure (whole pool area is congested) or forward the request to another CN node (if resources available within pool area). In the latter case, the CN node allocates a new TMSI for the user which points to this new CN node. All the subsequent signalling will thus be directed to this new CN node.

3. Conclusion

The conclusion from the above discussion is that node specific access control enhancements are not needed due to network congestion or CN node failure. Rejection of call establishment or diversion to other node within a pool area can cope moderate overload, in cases when the overload gets extreme DSAC should be used.  

