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Introduction

The relationship between the end-to-end QoS interworking architecture and the UE is an important aspect that is still to some extent missing in the current specification. We therefore like to discuss this issue and propose some general description for the TR 23.802 v0.3.0.
Discussion

Inside the PLMN it is the UE that requests QoS for a bearer mainly based on specific application or service requirements. The core network as well as the radio check the requested QoS against the available resources. The core network performs some further control functionality like subscription and capability check or even service-based local policy. All these activities may result in a downgrade of the requested QoS. In the end the UE receives a so-called negotiated QoS that reflects the QoS of the bearer that is currently available and allowed.

Now it is up to the UE/user to decide whether the negotiated QoS is sufficient for the application or service for which the bearer was requested. Basically, three possibilities exist:

· the negotiated QoS is equal to the requested QoS => everything is fine

· the negotiated QoS is lower than the requested QoS but still sufficient for the service => the UE could start the service or align it to the available QoS (e.g. by reducing the bitrate of the service by changing the codec)
· the negotiated QoS is lower than the requested QoS but not sufficient for the service => the UE is required to deactivate the bearer.

This concept should also be applied for the end-to-end QoS scenario. Therefore, the end-to-end QoS interworking architecture needs to allow for guaranteed end-to-end QoS in case all backbone and access networks are able to guarantee QoS. However, it is also required to support a fallback solution in case that a backbone or the access network of the other endpoint does not provide this capability or that there are temporarily insufficient resources although all networks are able to guarantee QoS. The end-to-end QoS interworking architecture could try to find alternative paths with a better QoS guarantee. At least the information about
In any case the information about the available QoS that can be guaranteed on the path – this can be also none – shall be forwarded to the UE. The UE which made the decision to request guaranteed end-to-end QoS in the first place is then able to make the final decision whether to start the service even if the desired QoS cannot be guaranteed temporarily or QoS cannot be guaranteed at all.

Proposed Changes

Start of 1st modified section

4.1
Enhanced requirements for end-to-end QoS

-
The end-to-end QoS interworking architecture shall support the provision of guaranteed end-to-end QoS in case all affected backbone and access networks are able to guarantee QoS.

-
The end-to-end QoS interworking architecture shall be able to handle the case that a backbone network or the access network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources although all networks are able to guarantee QoS. 
-
For some important services with strict end-to-end QoS requirements, such as conversational speech or streaming video, the QoS (such as bandwidth etc.) shall be assured in case of interworking with different IP network domains or backbone networks. In this case, the policing of the E2E QoS in UMTS network may be on a per service (i.e. on the basis of specific flows of IP packets identified by the service) or aggregated flow basis (i.e. on the basis of flows of different users and different services having the same QoS requirements).
-
The E2E QoS interworking architecture shall support admission control in all network administrative domains in the path of a flow/aggregate/service subject to E2E QoS guarantees. Admission control should inform service control of the flow about the positive or negative outcome of admission control procedures. Service control at the UMTS edge is responsible for rejecting or releasing a flow/aggregate/service based, among others, on the outcome of admission control.
-
The E2E QoS interworking architecture shall be able to support the ability to request resources for a given flow, aggregate or service to satisfy the required QoS derived from actual service needs and/or subscription information. Furthermore, when an interconnecting administrative domain does not provide QoS support, then the edge domains of a flow/aggregate/service need to be aware of the fact that E2E QoS is not really guaranteed for this flow/aggregate/service. In order to achieve this, the E2E QoS inter-working architecture should provide means to discover whether one or more administrative domains in the path of a flow/aggregate/service is transparent to (i.e. not considering) QoS information.
-
The E2E QoS interworking architecture shall be scalable to support large IP backbones. 'Large' both in terms of topology and link rates (multi-gigabit need to be supported).

-
The E2E QoS interworking architecture shall be transport protocol agnostic, i.e. different transport protocols shall be supported (e.g. RTP, MSRP).

-
The security, reliability, availability and resilience of the E2E QoS interworking architecture shall be considered.

-
The E2E QoS interworking architecture shall be able to interwork with external networks that can report changing network conditions (e.g. link or equipment failures). If there are insufficient resources after changing network condition in the external network, sessions, that cause utilisation to exceed the remaining resources, shall be discontinued in a controlled way.

Editor's Note:
How these sessions that cause remaining resources to be exceeded are determined is FFS.

-
The E2E QoS interworking architecture shall be able to robustly interwork with external networks that have large fluctuations in traffic load or traffic type mix.

-
The E2E QoS interworking architecture shall be able to interwork with different QoS provisioning methods.

-
The E2E QoS interworking architecture shall be able to interwork with multi-service networks carrying different traffic types (i.e. in networks where also other traffic than 3GPP traffic is transported).

-
When considering interaction between the UMTS network and the external network, the work of the ITU-T, TISPAN and the IETF NSIS working group shall be taken into account.
-
Impacts on session establishment delay should be taken into account when considering alternatives for E2E QoS inter-working architecture.

-
The E2E QoS Interworking architecture shall take into consideration of mobility, simultaneous IP-CAN accessing aspects, e.g. handover between different IP-CANs and selection of IP-CANs in case of multi mode terminals.

-
It is preferred that e2e QoS mechanisms developed in ITU-T, TISPAN and/or IETF be adopted rather than a new IP QoS signalling solution being developed by 3GPP. An objective is to align the 3GPP e2e QoS work with the ITU-T, TISPAN and the IETF NSIS working groups.

End of 1st modified section

Start of 2nd modified section

4.2.1
Overview

The end-to-end QoS interworking architecture can only provide guaranteed end-to-end QoS in case all backbone and access networks on the path provide QoS guarantees. However, it is possible that a backbone network or the access network of the other endpoint does not guarantee QoS or that there are temporarily insufficient resources although all networks support the end-to-end QoS architecture are able to guarantee QoS. The end-to-end QoS interworking architecture may also try to find alternative paths to the other endpoint. In any case, the network provides once the information about the available QoS that can be guaranteed (this can be also none) to the UE.
Editor's Note:
How this information is carried to the UE is FFS. Existing signalling mechanisms should be re-used as much as possible.
The UE makes the decision to request guaranteed end-to-end QoS. Therefore, the UE shall also make the final decision whether to continue with the establishment of the session even if the desired QoS cannot be guaranteed temporarily or QoS cannot be guaranteed at all.
In order to achieve end-to-end QoS guarantees for an IP flow/flow aggregate/service aggregate, all the network administrative domains in the path of such IP flow need to include the following functionality:

-
ability to receive per IP flow/flow aggregate/service aggregate QoS information from a preceding network administrative domain;

-
ability to process per IP flow/flow aggregate/service aggregate QoS information. This is, to provide IP flow admission control based on the IP flow QoS information received from a preceding network administrative domain; and

-
ability to convey per IP flow/flow aggregate/service aggregate QoS information to a subsequent network administrative domain.

It is assumed that inter-domain routing of IP packets is static. I.e. for an IP flow/flow aggregate/service aggregate the inter-domain path of IP networks remains the same for the whole duration of the flow/flow aggregate/service aggregate.

The following general issues need to be solved to identify the requirements for the development of solutions that enhance the end-to-end QoS architecture:

-
How are the end-to-end QoS requirements for a service generated and signaled?

-
How is the resource check on the end-to-end path combined with the general IMS session setup?

-
What is the impact of insufficient or unavailable external resources? 

-
In case of off-path signaling, how is the next domain identified? 

-
How are external resources negotiated and allocated?

Editor's Note:
Additional issues may be identified.
End of 2nd modified section
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