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1. Introduction

In S2-050124 the characteristics of the on-path and off-path signalling QoS architectures have been summarized. But some descriptions are not accurate. This contribution provides some comments on the S2-050124 document and recommends several changes to its content.

2. Discussion

5.6.1 Characteristics of feedback based QoS solution

O: 

The main characteristic of the feedback based QoS solution is its simple implementation and low processing requirement. It does not require any new implementation in legacy routers. Processing is only needed in edge routers of the backbone (routers at network boundaries or routers next to nodes performing admission control – e.g.GGSN, MRF). On interior routers, the only requirement is to map two DiffServ codepoints to each PHBs (e.g. two DSCPs to EF), which is supported by Diffserv routers. 

C:
We think the analysis and description of this section are not accurate.

Firstly, this solution can only realize relative QoS capability and not hard QoS (guaranteed QoS) in theory. When the network suffers from the impact of the burst service flows, the QoS of the established services will be heavily declined. For example, it is assumed that the capacity of one link of one core node in the network is 1Gbits/s, and 800M is the congestion threshold of the link. At this time, the link is used with 700M and is not in congestion state. It is assumed that there are burst service flows with 400M which do not exceed the capacity of the edge routers want to pass through the link. Because the network thinks the link is not in congestion state before the burst service flows passed, the network will allow the burst flows pass through the link. In such case, 1.1G flows will pass through the link whose capacity is only 1G. Therefore, the QoS of all the services in the link are declined.

Secondly, to fully implement this solution, all nodes in the network shall be upgraded. The description of the first paragraph of this section is wrong. In order to fully realize this solution, all the routers in the network must be upgraded to support the ECN function which heavily impacts on the current network. This has been noted in the IETF RFC3168.  “Because ECN is likely to be adopted gradually, accommodating migration is essential. Some routers may still only drop packets to indicate congestion, and some end-systems may not be ECN-capable. The most viable strategy is one that accommodates incremental deployment without having to resort to "islands" of ECN-capable and non-ECN-capable environments.” If being adopted gradually, the E2E QoS which this solution provides can only be realized gradually too.
Thirdly, because there is no resource reservation for the service session, the network does not know how many resources the service has used. When the network fails, service flows in the failed link will switch to the backup link. In addition to the service flows already in the backup link, the total service flows in the backup link will also exceed the resource capability. Then the QoS for those services in the backup link will be heavily declined.

O:

The functionality needed in nodes performing admission control consists of packet filtering, counting remarking rate for filtered aggregates and deciding on admission per aggregate. The method is well suited to bandwidth based SLAs, that need to be configured in edge routers. 

The feedback solution is an on-path method, so it responses to changes in topology such as on-path signalling. Expected bandwidth efficiency of the method is similar to aggregated on-path signalling solutions. 

Session setup is faster than it is at signalling based methods because admission control nodes can decide locally on admission, since the information (feedback) on the resource situation has been collected prior to the session establishment. That is, sending of explicit reservation for the new flow is not needed. Configuration of traffic aggregates in edge routers and admission control nodes and that of bandwidth limitations in edge routers are needed.
5.6.2 Characteristics of off-path signalling using Gu interface
O:
Off-path signalling usually involves a centralized resource management system, which communicates via standardized interfaces (COPS, SNMP) with the IP layer. 

With this solution there is no need to implement a scalable reservation protocol in each router. Centralized resource management requires a new element (BCF) with telecom grade performance, for which security threats and node redundancy need to be solved. This may result in increased implementation complexity and cost..

A centralized solution can be implemented within a single autonomous system (AS), meaning that this work would need to be initiated in the corresponding IETF working group since IETF does not currently support inter-domain solutions. 
It must be noticed that 3GPP is relying on IETF to provide its transport network solution. 
Another characteristic of the off-path signalling solution is that the centralized resource management system has to keep the complete picture of topology and load of the domain (network). This information has to be kept up-to-date in real-time, regardless of the network size and complexity of its routing structures. 

In a frequently changing network, topology updates may generate high signalling load and may take time in the server introducing an uncertainty in resource reservation. Uncertain arrival of topology updates to the central server requires over-provisioning of network resources.  
Topology information (routing and link capacities) may be configured statically in the resource management server, and then the network view of the server has to reflect the real topology. 
In case the data in the server is not matching the real conditions in the network, the resource reservations cannot be guaranteed and congestion may occur.
C:
We think there is misunderstanding of the off-path model and the description in this section is not accurate.

Firstly, the BCF is not a traditional centralized resource management system, it is an independent resource management system which can provide hard QoS capabilities. The BCFs can be deployed either centralized and in a distributed manner. The concept of independent referenced here is compared with the traditional resource management in routers (on-path).
Secondly, compared with the on-path model, the security threats and node redundancy of the off-path model are no more than those of the on-path model. The BCF is network equipment, it does not interact with the UE, so the security of the off-path QoS signalling is more controllable than that of the on-path model. The redundancy problem of the off-path also can be solved as the on-path or other mature methods. On the other hand, not many BCF nodes need to be deployed in the whole network. And the traditional routers in the core network do not need to be upgraded. Consequently, deployment of the BCFs changes the current network little and make little extra costs compared with the method of upgrading all the nodes in the network.

At the same time, the BCF administrative domain in the off-path model is not the AS domain defined in the routing protocols in the IETF and do not need to use pure IETF’s inter-domain or intra-domain solutions. BCF is not in the transport plane, it is in the bearer control plane. It is supported by the ITU-T, MSF and other standard organizations. And we have not seen any mandate in the 3GPP saying that the solution must only rely on the current work of the IETF.
Thirdly, it should be clarified that the concept of the network topology of the off-path model is referred to the concept of the logical topology and not the concept of the physical topology. It is the logical abstraction of the network logical resources (such as LSP pipes). Compared with the physical nodes and links in the network, the logical topology of the BCF has only little complexity, That is to say, compared with the on-path in which every node should manage its own physical resources and links, the resources which are managed by the BCF have less complexity. And only the change of the logical topology (i.e. up or down of the logical path) is needed to report to the BCF, so the signalling traffic which produced by the change of the logical topology in the off-path model is greatly less than that produced by the change of the resource reservation signalling in the on-path model.

Fourthly, there are reliable synchronization and detection mechanisms (i.e. MPLS LSP OAM and other mechanisms) between the logical data in the BCF and the real conditions in the bearer network. So the matching between them can be guaranteed and the data in the BCF is always matching the real conditions.
5.6.3 Characteristics of on-path signalled QoS solution

O:

In on-path QoS signalling methods (RSVP and future NSIS QoS application), the signalling messages follow the data path and make reservations for the data flow or aggregate in each network element along the path. RSVP and NSIS are able to inter-work with general routing protocols; therefore additional signalling or management is not needed. 
The resource management is simple: based on Intserv or Diffserv, advanced resource management may be implemented in some nodes, e.g. edge nodes. Both RSVP and NSIS utilize soft state principle. This results in more robust design than hard states, ensuring that abandoned reservations are removed automatically after time-out. Both RSVP and NSIS are able to give fast and automatic response to changing network topology, e.g. reservations are automatically moved in the new data-path after rerouting. 

On-path signalling methods have distributed architectures, which is very desirable from network resilience and robustness point of view. Intserv requires storing per flow reservation state in each router, which can cause scalability issues. This can be avoided by aggregated reservation, which is also supported in RSVP and NSIS. 

RSVP is a well-established protocol, which is implemented in commodity routers. NSIS protocol is currently under specification in NSIS QoS application and can be considered as an updated RSVP protocol. It will have a few advanced features in comparison to RSVP, namely supporting advanced QoS models, mobility, multi-homing, sender and receiver initiated reservation, bi-directional reservation, proxy operation. 
C:

To this section, we have some issues to clarify:
The RSVP has existed for many years, but it still not used in large scale because of its complexity and high performance requirements for the equipment. Even RSVP-TE has scalability and extensible problems although it is not as bad as that in RSVP
It reacts slowly when the network is in failure and will reduce the service QoS performance in that case. And signalling secruity when the next hop is an unknown node is another problem.
Every node in the network should support the function. It can not be easily planned, deployed and maintained.
On-path signalling has some user experienced problem, each session for one pair of users can only pass through the same routing, if the link has temporary quality problem, the network can not alternatively select other links for the same pair of users.
Some functions like “supporting advanced QoS models, mobility, multi-homing, sender and receiver initiated reservation, bi-directional reservation, proxy operation” are not only supported by the RSVP and NSIS, they are also supported by the off-path model.
2. Proposal
It is proposed that S2-050124 shall be modified as below and make the following additions to the TR23.802 technical report.

First Change

5.6
Comparison of different QoS architectures 

This section compares the possible alternative solutions that can be used for end-to-end QoS. The differences in required functionality and characteristics are highlighted below. 

5.6.1 Characteristics of feedback based QoS solution

The main characteristic of the feedback based QoS solution is its simple implementation and low processing requirement and can support relative QoS.
It can be gradually adopted in the network and the QoS objective will also be achieved gradually. It supports relative QoS capability through measuring the network QoS resource states and simply extending the traditional IP protocol and transport protocols. Compared with traditional DiffServ, it can provide partially admission control function.  Compared with RSVP, every node in the network only needs to support the simple ECN function and needs not realize the complex resource reservation signalling.
The functionality needed in nodes performing admission control consists of packet filtering, counting remarking rate for filtered aggregates and deciding on admission per aggregate. The method is well suited to bandwidth based SLAs, that need to be configured in edge routers. 

The feedback solution is an on-path method, so it responses to changes in topology such as on-path signalling. Expected bandwidth efficiency of the method is similar to aggregated on-path signalling solutions. 

5.6.2 Characteristics of off-path signalling using Gu interface
Off-path signalling usually involves an independent resource management system, which communicates via standardized interfaces (COPS, SNMP or other protocols) with the IP layer. 

With this solution there is no need to implement a scalable reservation protocol in each router. 
This solution is a communication network solution based on IP/MPLS network technology that can meet telecommunication operation requirements, reduce carriers’ investment and bring profits to carriers. The off-path solution can perfectly bear traditional PSTN service and data leased line service and conveniently support new IP services with carrier-class QoS. It renovates existing IP network rather than negates the IP network. It adopts MPLS technique and telecommunication network to guarantee the QoS, safety and good management of IP network. The off-path solution has the following characteristics:
Coexisting with current IP network without affecting traditional services those need no or less QoS;

Carrying traditional telecommunication services and supporting new ones;
Providing hard QoS capabilities. Applying for resources before the use of services, guaranteeing the resources during the use and release of resources after the use;
Adopting a layered network structure that consists of the logic bearer layer, bearer control layer and service control layer;
Featuring a MPLS-based bearer layer that is separated from traditional IP services in terms of resources. It simplifies the network topologies;
Adopting an independent Resources Manager (BCF) in the bearer control layer to implement unified management of the resources and providing admission control function. It makes the network be easily operation, maintenance and administration to the operator.
Only the edge routers need provide flow classification functions, the core routers only need provide MPLS forwarding functions. This mechanism reduces the burden of the core routers.







5.6.3 Characteristics of on-path signalled QoS solution

In on-path QoS signalling methods (RSVP and future NSIS QoS application), the signalling messages follow the data path and make reservations for the data flow or aggregate in each network element along the path. RSVP and NSIS are able to inter-work with general routing protocols; therefore additional signalling or management is not needed. 
The resource management is simple: based on Intserv or Diffserv, advanced resource management may be implemented in some nodes, e.g. edge nodes. Both RSVP and NSIS utilize soft state principle. This results in more robust design than hard states, ensuring that abandoned reservations are removed automatically after time-out. Both RSVP and NSIS are able to give fast and automatic response to changing network topology, e.g. reservations are automatically moved in the new data-path after rerouting. 

On-path signalling methods have distributed architectures, which is very desirable from network resilience and robustness point of view. Intserv requires storing per flow reservation state in each router, which can cause scalability issues. This can be avoided by aggregated reservation, which is also supported in RSVP and NSIS. It should be also pointed that at present, the scalability and extensibility issue in RSVP-TE is still a problem although it is not as bad as that in RSVP. At the same time, under this solution, some user experienced problems and how to guarantee service QoS when some links failed are not solved well yet.

5.6.4  Summary of above models

Different models meet different requirements. For relative QoS services, the DiffServ based on-path model is adequate. But for those services which need hard QoS, the off-path model is necessary. The operators will select the appropriate model for their network according to their service requirements.
IP is only a mode of the bearer which transports service flows. Although the mode of the bearer is changed from others to IP, the characteristics of the real time telecom services are not changed. Real time telecom services are connection oriented and need hard QoS. We must use connection oriented solutions to solve the QoS of those services.
End of Changes
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