3GPP TSG-SA2 Meeting #40                            
Tdoc S2-042090

Sophia Antipolis, France, May 17-21, 2004

Source: 

Ericsson, Siemens

Agenda Item:
9.5

Title: 


Recommendation on NAT/ALG between IMS nodes

Document for:
Approval
1. Introduction

When IMS network is dual stack (within one operator’s domain) and can simultaneously support both IPv4 and IPv6 users, there are scenarios that occur causing certain configurations which are not efficient or good for delivery of services targeted for IMS networks. As already identified in the TR (section 5.2.5 in v1.1.0 or 5.3.6 in v1.1.1) the drawbacks that can occur from use of NAT like devices. In these scenarios the interworking gets much worse due to additional linking in of NATs in the path and sometimes-requiring NATs in between nodes that should not have NAT present.

The cases are described below (Section 5.2.4 in v1.1.0 or 5.3.5 in v1.1.1) and in the Table where Note 1 and 2 identifies them:


[image: image1.wmf] 

Dual stack network

 

IPv4

 

UE

 

 

 

 

 

GGSN

 

IPv4/IPv6

 

 

 

P

-

CSCF

 

IPv4/IPv6

 

 

 

I

-

CSCF/

 

S

-

CSCF

 

IPv4/IPv6

 

IPv4*

 

IPv4*

 

IPv4*

 

Dual stack network

 

N

A

T

 

#

1

 

NAT

 

#2b

 

IPv6

 

UE

 

 

 

 

 

GGSN

 

IPv4/IPv6

 

IPv6

 

IPv4*

 

IPv6

 

 

 

I

-

CSCF/

 

S

-

CSCF

 

IPv4/IPv6

 

 

 

P

-

CSCF

 

I

Pv4/IPv6

 

IPv6

 

IPv4*

 

IPv6

 

IPv4

 

IPv6

 

IPv6

 

* The assumption is private 

IPv4 addresses 

 

IPv4

 

IPv4

 

N

A

T

 

#

2a

 


As seen from the above, the scenario is quite possible and the question is how to handle/support such scenario?  The scenarios include network address translation and possibly inclusion of ALGs (in case of media end-to-end). 

Here the discussion is how to handle the application and network layer  IP version interworking in such cases.

There is no way S-CSCF1 can get any knowledge in advance what kind of IP realm the destination UE uses. It could be private IPv4, public IPv4 or IPv6. The S-CSCF can only get the knowledge what kind of IP realms the destination network uses (i.e. I-CSCF). It could be public IPv4 or IPv6.

The S-CSCF1 does a DNS look up for the domain name of user 2 (the domain part of the SIP Request-URI). It requests both DNS A and AAAA resource records since S-CSCF is dual stack. Since domain 2 is dual stack S-CSCF will receive both A and AAAA resource records for I-CSCFs. Unless there are any restrictions on the transit network(s) the policy decides if IPv4 or IPv6 is used.

Case 1:
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The IPv4 UE1 is assigned a private IPv4 address. In this case the policy decides that IPv4 shall be used for transit. The S-CSCF1 must then link in an ALG or edge proxy to bind the private IPv4 address in the SIP/SDP to a public IPv4 address. Most likely a NAT function is included in an edge router. The network topology of network#2 could be set up so that no NAT need to be traversed in this case to I-CSCF2 (NAT can be by-passed in the edge router). The S-CSCF2 inspects the registered Contact header matching the Request-URI in the incoming SIP request. It then finds out that the UE2 uses IPv6. The S-CSCF2 must then link in an ALG or edge proxy to bind the public IPv4 address in the SIP/SDP to an IPv6 address. If S-CSCF2 uses IPv4 or IPv6 as transport to the ALG/edge proxy is up to the network#2 policy.

Case 2: 
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The IPv4 UE1 is assigned a private IPv4 address. In this case the policy decides that IPv6 shall be used for transit. The S-CSCF1 must then link in an ALG or edge proxy to bind the private IPv4 address in the SIP/SDP to an IPv6 address. Most likely a NAT function is included in an edge router. The network topology of network#2 could be set up so that no NAT need to be traversed in this case to I-CSCF2 ((NAT can be by-passed in the edge router). The S-CSCF2 inspects the registered Contact header matching the Request-URI in the incoming SIP request. It then finds out that the UE2 uses IPv6. No additional translation is needed in this case.

Looking into different combinations, there can be a number of cases and possible mechanism suitable to bypass NAT/ALGs within an IMS network in the application plane of IP address interworking. But currently there are no approved mechanism/specification that allows to support all different combinations and at the same time not have NAT when IPv4 private address and mixed IPv4/IPv6 environment is in use.
If the recommendation can be fulfilled such that:

· UEs should be dual stack capable and registers with IPv6 as preferred option, when capable,

· Routing between networks should use IPv6, when possible,

· A terminating dual stack network should use IPv6 for routing within the network, whenever possible;

then the problem described in case 1 above would be avoided once networks become dual-stack.

2. Proposal

It is proposed to apply the following changes to TR 23.981:

******************* First Change **************************************

5.3.5
Interconnection and end-to-end scenarios

5.3.5.1 Overall Scenario
Connecting different IMS access scenarios and then interconnecting to external IMS/SIP networks in order to support sessions between two end points define end-to-end scenarios. Some examples of the end-to-end scenarios are defined in the figure and table below. The assumption is that UE#1 initiate the sessions.
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Figure 5-11: Example of an end-to-end scenario

Figure 5-11above is an illustration of the scenario 5 in the table below. X in the NAT column in the table below means that a NAT/ALG might be necessary and that depends on the IMS service. For some IMS services a NAT/ALG is not necessary as described in sub-clause 5.3.6.2. NAT#1 and NAT#2a are typically at the border of network#1 and the transit network(s). NAT#2b is somewhere between the S-CSCF and P-CSCF in the network#2.

Especially in the case when the networks use dual stacks there might be different alternatives what kind of IP version might be used in the transit network. The network#1 decides the IP version to use in the transit network based on the capability of the transit and network#2 and the policy defined between network#1 and network#2. 

Table 5-1: End-to-end scenarios

	Scenario
	UE#1
	Network#1
	NAT#1
	Transit
	NAT#2a
	Network#2
	NAT#2b
	UE#2

	1
	IPv4
	5.3.3.1, 

IPv4 only
	X
	IPv4
	-
	5.3.3.1
	-
	IPv4

	2
	Dual

stack

(IPv4 in use)
	5.3.3.1
	X
	IPv4
	-
	5.3.3.1
	-
	IPv4

	3
	IPv4
	5.3.3.1
	X
	IPv4
	-
	5.3.3.2

IPv4/IPv6

Note 1
	X
	Dual

stack

(IPv6)

	4
	Dual

stack

(IPv4 in use)
	5.3.3.1
	X
	IPv4
	-
	5.3.3.2

IPv4/IPv6

Note 1
	X
	Dual

stack

(IPv6)

	5
	IPv4
	5.3.3.2

(IPv4)
	X
	IPv4
	-
	5.3.3.2

IPv4/IPv6

Note 1
	X
	IPv6

	6
	Dual

stack

(IPv6 in use)
	5.3.3.2

(IPv6)
	-
	IPv6
	-
	5.3.3.2

(IPv6)
	-
	IPv6

	7
	IPv6
	5.3.3.2

(IPv6)
	X
	IPv4
	X
	5.3.3.1

IPv4
	-
	IPv4

	8
	IPv6
	5.3.3.2

(IPv6)
	-
	IPv6
	-
	5.3.3.2

IPv6/IPv4

Note 2
	X
	IPv4

	9
	IPv6
	5.3.3.3
	-
	IPv6
	-
	5.3.3.2

IPv6/IPv4

Note 2
	X
	IPv4

	10
	IPv6
	5.3.3.3
	-
	IPv6
	-
	5.3.3.3


	-
	Dual

Stack

(IPv6)

	Note 1:
The S-CSCF in the terminating network will recognize that the UE#2 has registered an IPv6 address and a translation to IPv6 is then necessary on the transport layer and possibly also on the application layer. 

Note 2:
The S-CSCF in the terminating network will recognize that the UE#2 has registered an IPv4 address and a translation to IPv4 is then necessary on the transport layer and possibly also on the application layer.


******************* Next Change **************************************
5.3.5.2 NAT/ALG between IMS entities within one operator’s IMS network
As table 5-1 shows, there are scenarios where NAT#2b cannot be avoided. 

For example, in scenario 5 in table 5-1 and figure 5-11, the IPv4 UE1 is assigned a private IPv4 address. There is no way S-CSCF1 can get any knowledge in advance what kind of IP address the destination UE uses. It could be private IPv4, public IPv4 or IPv6. The S-CSCF#1 can only get the knowledge what kind of IP realms the destination network uses (i.e. I-CSCF). It could be public IPv4 or IPv6. In cases where IPv4 is used for transit, the S-CSCF1 must then link in an ALG or edge proxy to bind the private IPv4 address in the SIP/SDP to a public IPv4 address. Most likely a NAT function is included in an edge router. 
The network topology of network#2 could be set up so that no NAT need to be traversed in this case to I-CSCF2 (NAT can be by-passed in the edge router). The S-CSCF2 inspects the content of the message and determines that the UE2 uses IPv6. The S-CSCF2 must then link in an ALG or edge proxy to bind the public IPv4 address in the SIP/SDP to an IPv6 address. Whether S-CSCF2 uses IPv4 or IPv6 as transport to the ALG/edge proxy is up to the network#2 policy.
Additionally, when both the UE and the IMS network supports dual stack, use of IPv6 in order to provide IMS service would significantly reduce the number of scenarios where NAT/ALG would be required to be linked in between P-CSCF and S-CSCF for the terminating user.  
This TR already provides guidelines regarding dual stack support in the UE and use of dual stack application servers that can provide interworking without use of NAT/ALG.  These recommendations reduce the number of cases for the need of NAT/ALG during early deployment of IPv4 based IMS services. That is, the need to link in of an NAT#2b in scenario 5 in table 5-1 would be minimized if IPv6 would be used within network#2, by either using IPv6 for transit routing between networks or by using a NAT#2a.
******************* Next Change **************************************

2.1.1 5.3.6
Summary of issues arising from the scenarios

The following issues arise from the scenarios presented in subclauses 5.3.3, 5.3.4 and 5.3.5 above:

1.
Address translation between private and public IPv4 address spaces for both signalling and bearer path;

See considerations in subclause 5.3.1.2.

2.
Address translation and protocol translation between IPv4 and IPv6 for both signalling and bearer path;

As per the considerations under point 1) above, NAT- and ALG-based address and protocol translations shall be avoided whenever possible. The need for address and protocol translation between IPv4 and IPv6 is expected to be limited for the following two cases:

-
An IPv4 IM CN subsystem interconnecting with IPv6 IMS networks; 

-
External non-3GPP IPv4 SIP networks interconnecting with IPv6 IMS networks; 

TS 23.228 [4] specifies the architecture as described in subclause 5.3.1.1

Additionally, some scenarios (as per subclause 5.3.5) might need IP version interworking between the P-CSCF and the S-CSCF. However, it is desired to avoid IP version interworking between P-CSCF and S-CSCF.  See subclause 5.3.5.2 for details.

3.
Address translation and protocol translation for the bearer path;

4.
 IP version used on the connection between IM CN subsystems, both in roaming and interworking scenarios;

It is recommended for IMS networks to apply an IP version for interconnecting to other networks that minimizes the need for IP address and/or protocol translation. This can be achieved if vast majority of operators migrate towards using IPv6 as early as possible to avoid the need for address (and protocol) translation. 

Note: Early IMS deployments using public IPv4 addressing for their network elements and UEs can interconnect with each other without address translation.

5.
 IP version used by a dual-stack UE to access the IM CN subsystem in case of IMS roaming; 

See subclause 5.2.2.1.

6.
 Use of IMS in the home network through GPRS roaming in a network, which does not support IPv6 PDP contexts. 

It is recommended for GPRS networks offering IMS access capabilities to offer support for IPv6 PDP Contexts (i.e. upgrading the SGSNs to support IPv6 type of PDP context). 

Alternatively, roaming UEs using IPv6 to connect to their home IMS network would need to use some IPv6-in-IPv4 tunnelling mechanism in the UE (e.g. ISATAP [8], see subclause 5.3.4.3). However, such tunnelling solutions would not work well with QoS differentiation mechanisms (e.g. Service Based Local Policy) of the core network.

Note: Issue 6 is not directly related to IPv4 based IMS implementations. 

******************* Next Change **************************************

6

Conclusions and recommendations

Interworking between IPv4 and IPv6 based IMS implementations and migration from IPv4 IMS to IPv6 IMS can and should be facilitated by specification of some of the relevant aspects.

For the specification of IPv4 IMS, the assumption should be made that the relevant roaming scenario for IPv4 is the GPRS roaming scenario with the GGSN in the home network. If IPv4 is used in an early IMS implementation, then there is the need for alternative or modified P-CSCF discovery mechanisms as the mechanisms specified in TS 23.228 cannot be applied as they are. 

It is recommended that SIP communication between UE and P-CSCF uses IPv4 or IPv6 without intermediaries changing the IP version. 

For some services like PoC, Presence and immediate messaging, dual stack network elements like the PoC Server, the Presence Server or the S-CSCF can provide IP version interworking without use of NATs. 

In general, the interworking architecture defined in TS 23.228 with IMS-ALG and NATs (TrGWs) at the network border can be used in principle to support all kinds of IP address and protocol translations possibly needed between early IMS networks. In some cases, there may also be the need for IMS-ALGs and NATs within an IM CN subsystem, see subclause 5.3.5.
The early deployment of IMS dual stack UEs facilitates migration significantly. To limit the options, it is recommended to specify the IMS dual stack UE behaviour for IMS access, as described in subclause 5.2.2.1. 

Network operators, who introduce 3GPP IMS using IPv6, have a strong interest that their GPRS roaming partners provide support for PDP contexts of PDP type IPv6 in the SGSN. Thus support of PDP type IPv6 in SGSNs facilitates migration of IMS towards IPv6.
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