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1. Introduction

In the previous meetings there has been some concerns, that the current working assumption to rely extensively on the Rel-5 Network Resource Identifier (NRI) in Shared Networks MOCN configurations, may lead to an insufficient amount of available TMSI/P-TMSI identities. In addition the required coordination of NRI values could be difficult to manage in some network configurations.

This document aims to start the discussion on how NRI should be coordinated. First the structure of NRI is described (specified in 3GPP TS 23.003). Then the pool area concept and three Iu-Flex  network configuration examples are shown (extracts from 3GPP TS 23.236). Last some of the requirements for NRI coordination in shared networks are discussed and two alternatives how NRI could be split are illustrated.

The main conclusion of this document is that in large networks it will be difficult to utilize all the benefits of Iu-Flex and at the same time coordinate NRI allocation for Network Sharing purposes. 

2. Discussion

2.1 Network Resource Identifier NRI in Iu-Flex

The Network Resource Identifier (NRI) was specified in Rel-5 for Intra Domain Connection of RAN Nodes to Multiple CN nodes (also known as Iu-Flex). NRI identifies uniquely an individual CN node out of all CN nodes, which serve in parallel a pool-area. NRI is part of the temporary indentity TMSI (CS domain) or P-TMSI (PS domain), which is assigned by the serving CN node to the MS. 

The NRI has a configurable length of 0 to 10 bits. The NRI is coded in bits 14 to 23. 

TMSI example

Bits 30&31 are reserved to discriminate TMSI and P-TMSI (values 00, 01, and 10 being used by the VLR for TMSI, and 11 being used by the SGSN for P-TMSI). 

For the “VLR restart” counters the working assumption in Iu-Flex was that 5 bit should be sufficient for any implementation, these bits are reserved on the upper part of TMSI.

In this example when NRI is max 10 bits it leaves 15 bits = 32 768 for TMSI use. 
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Figure 1: Example of a TMSI structure with 5  bit ‘VLR restart counter’ and max 10bits NRI-length;

Pool-Area and NRI allocation in Iu-Flex

A pool-area is an area within which an MS may roam without a need to change the serving CN node. The whole network may be configured as one pool-area or a network may configure multiple pool-areas. For load balancing purposes it is advantageous to detect pool-area changes in the network to distribute MS entering a pool area to CN nodes with an appropriate load status. MS changing a pool-area may be detected by configuration of different NRI values for adjacent pool-areas (more detailed description can be found from 3GPP TS 23.236).

NRI allocation depends on the CN node capacity, LA/RA size and expected subscribers mobility etc. In large networks this require careful network planning. Following basic examples have been considered in 3GPP TS 23.236.

Iu-Flex network configuration example 1

This example configures 9 pool-areas each with 3 CN nodes serving within a pool-area. In this example, the NRIs can be re-used in a pattern where adjacent pool areas do not use the same NRI.  Every pool area change will initiate a new selection of a new CN node.

A calculation for the possible number of subscribers in this scenario is:

· 5 bits assumed to be used for the restart counter

· 5 bits are needed for the NRI

· this leaves 20 bits for every MSC that is 1 M non-purged TMSI

· 1 pool area contains 3 M subscribers.
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Figure 2: Iu-Flex network configuration example 1

Iu-Flex network configuration example 2

This example shows a network covering one city centre surrounded by residential areas. The city centre is covered by all 4 pool-areas while each of the residential areas is covered by one pool-area only. Once a MS „found" its pool-area, it will not change the pool-area while commuting between the city centre and its residential area. Each of the pool-areas is served by 5 MSCs, indicated by the 5 NRI values in the figure below, which share the load within the pool-area. 

A calculation for the possible number of subscribers in this scenario is:

· 4 bits are used for the restart counter

· to differentiate 20 MSC in the city area 5 bits are needed for the NRI

· this leaves 21 bits for every MSC that is 2 M non-purged TMSI
· the 4 pool areas sum up to 20 M subscribers.
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Figure 3: Iu-Flex Network configuration example 2

**************** extract from 3GPP TS 23.236 ******************

Iu-Flex network configuration example 3

This example is the case where pool areas with direct contacts cover three huge city centres. It assumes that the 3 pool-areas have independent NRI values, so the available TMSI range has to be shared between the pools. All TMSI's from other pool-areas can be detected – best load distribution in the pools

A calculation for the possible number of subscribers in this scenario is:

· Only 3 bits are used for the restart counter

· 7 bits are needed for the NRI

· this leaves 20 bits for every MSC that is 1 M non-purged TMSI

· 1 pool area contains 32 M subscribers.
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Figure 4: Iu-Flex Network configuration example 3

NRI in shared networks

Within the shared network NRIs has to be coordinated between the operators due to at least following reasons: 

· to avoid redirection when the non-supporting UE performs LA/RA update.

· to guarantee that correct UE answers to paging (TMSI/P-TMSI shall be unique within shared network).

· to guarantee that a non-supporting UE in visited PLMN will not change network due LA/RA update or Detach/Attach function.

NRI coordination is also required between the shared network and the dedicated networks of the sharing partners:

· to guarantee that non-supporting UE in visited PLMN  remain registered in the same operators network when the UE moves from dedicated network to a shared network.

· to avoid  redirection when the non-supporting UE in home PLMN performs LA/RA update from dedicated network to a shared network.

In the Figure below operators A, B and C have both shared and dedicated networks, operator D has only dedicated network and operator E only shared network.
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Figure 5: Shared and Dedicated network example
In the above, one or more of the operators in the shared network may deploy Iu-Flex between that shared radio access network and their core networks. Additionally, operators may deploy Iu-Flex within their dedicated core networks. For non-supporting UEs, NRI coordination is needed not only within the shared network, but also between the shared network and the dedicated networks. This causes concerns about whether there is sufficient amount of (P)TMSI identities for large networks and how big burden the coordination becomes from the operational and management perspective.

2.2 Alternatives for NRI split
Sharing operators need to coordinate the used NRI, following alternatives are considered:

1) even split of NRI space, 1…3 most significant bits of NRI is used to identify the CN operator.

2) individual NRI values used to identify the CN operator

Alternative 1; even split of NRI space
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A calculation for the possible number of subscribers in this scenario is:

· with max 4 sharing CN operators, two most significant bits of NRI is required to identify the CN operator.

· only 3 bits are used for the restart counter

· 5 bits of NRI allows 32 in depended NRI values for each CN operator.

· this leaves 20 bits for every MSC that is 1 M non-purged TMSI 

Possible drawbacks of this solution are

· if more bits are needed for the restart counter or CN operator ID, each additional bit reduces  the available TMSI space half.

· The basic configuration allows 32 M TMSI values for each CN operator, lot of TMSI values are probably wasted because some sharing partners have less subscribers.

· May not be feasible in large networks that use Iu-Flex for load balancing (see above Iu-Flex configuration example 3).

· The number of NRI bits used for CN operator ID may need to be fixed in the initial planning otherwise when new partners join configuration of all existing nodes must be changed.

Alternative 2; individual NRI values used to identify the CN operator
This could be considered in the case where a network is shared between one big and many small CN operators.
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· The biggest CN operator who needs more pool areas and TMSI space takes NRI values 32…63, [1xxxxx], this means 32M TMSI values when 4 bit is used for restart counter.

· Rest of shared NRI space is allocated to other CN operators in blocks of 4M TMSI values like NRI = 28 - 31 [0111xx], 24 - 27 [0110xx] …. 0 – 4 [000xx]. 

Possible drawbacks of this solution are

· if more bits are needed for the restart counter or NRI, each additional bit reduces  the available TMSI space half.

· The initial planning of NRI length should take into account the pool area configurations of all sharing operators.

· When new partners join, the NRI allocation may be impacted.

3. Conclusion

In large networks it may be difficult to utilize all the benefits of Iu-Flex and at the same time coordinate NRI allocation for Network Sharing purposes without limitations on the pool area size and configuration. In addition to technical challenges there is additional burden to agree and manage the NRI number spaces between sharing partners and inflexibility when new partners join existing shared network. 

NRI coordination is the only solution for non-supporting UE’s, but for supporting UE’s that are capable to indicate the selected CN operator other mechanisms should be studied. 
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